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ABSTRACT 

Image Registration is a process of geometrically aligning two images 

(reference and target) of the same scene, taken from different viewpoints, at different 

times or by different sensors. Image registration is used in a wide range of remote 

sensing applications. The rapid advancement in remote sensing sensors has drastically 

increase the use of Satellite Imagery (SI) and Unmanned Aerial Vehicle (UAV) images 

in different applications such as traffic monitoring, agriculture land analysis, early 

warning systems and damage assessment. 

This thesis focuses on an agricultural application of SI and UAV images. The 

SI are low resolution images as they are captured from very high altitude, whereas, the 

UAV images are taken from low flying platform, have high resolution and relatively 

good quality. But the UAV images lack geo-referencing and cannot be used directly 

in remote sensing applications. This problem in literature is dealt with feature point 

based geo-registration between SI-UAV images. In case of agricultural SI-UAV 

images, the registration process is a challenging task. This is due to temporal nature of 

agricultural crops, which results in high textural and intensity differences between the 

SI-UAV images. Existing feature points such as Scale Invariant Feature Transform 

(SIFT), Speeded-Up Robust Features (SURF), Oriented FAST and Rotated BRIEF 

(ORB), are not invariant to temporal, textural and intensity differences and under-

perform in the image registration task. This thesis proposes a new method that 

combines the strength of Nearest Neighbor (NN) and Brute Force (BF) descriptor 

matching strategies to register SI-UAV images. The proposed method is named as NN-

BF method. 

In the proposed NN-BF method, the corresponding feature point matches are 

first identified between SI-UAV images of the training set with overlap error. Then the 

corresponding feature point matches are used with NN and BF based descriptor 

matching strategies to register the SI-UAV images of the test set. Experiments are 

performed on SI-UAV image dataset of agricultural land. The experimental results 

show that NN-BF improves the matching and precision scores of SIFT by 20.4% and 

32% respectively. Whereas in case of SURF, the NN-BF method improves the 

matching and precision scores by 19.5% and 21.8% respectively. 

Keywords: Agriculture land, Feature point detectors, Feature point 

descriptors, Image registration, Satellite imagery, UAV images. 
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CHAPTER 1

INTRODUCTION

1.1 Overview
Image Registration is a process in which two images (reference and target) are

combined together in order to obtain an optimized alignment between the images [1, 2].
The alignment is such that the reference image and the resulting image becomes
geometrically aligned [3]. The images used in the registration might be taken
from different viewpoints or/and at different times or/and by different sensors. In
image processing, image registration is considered as an essential task for wide
range of applications related to computer vision, remote sensing and medical image
analysis [1, 2].

In medical image analysis, the image registration is used for disease
confinement and also to detect tumor by registering different images of Computed
Tomography, Photon Emission Tomography and Magnetic Resonance [1, 4]. In
computer vision applications, it is used in object recognition, motion tracking,
signature verification and stereo-mapping tasks [2, 5, 6, 7]. In case of remote sensing,
it is used in environment monitoring, map updating, image mosaic, urban growth
monitoring, change detection, and location identification [1, 2, 8, 9].

Recently, remote sensing sensors have experienced a quick advancement in
data quantity, quality and attributes [10]. The earth observation satellites now
observe the earth surface regularly. These sensors provide data that covers different
portions and wavelengths of electromagnetic spectrum at different spatial and temporal
resolutions [11]. With this advancement, an enormous increase in quality and
accessibility of information has occurred, and has resulted in enormous increase in
the use of Satellite Imagery (SI) and images taken from Unmanned Aerial Vehicle
(UAV) in different applications of remote sensing [12, 13]. For instance, traffic
monitoring [10], change detection [14], agricultural land analysis [15, 16, 17], urban
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growth [18], early warning systems and damage assessment [19]. In particular, during
natural disaster or any catastrophic changes, one of the major sources of information
is remote sensing images [20]. Generally, images from different sensors are utilized in
different applications of remote sensing depending upon the application need or data
unavailability.

1.2 Image Registration Types
In general, the image registration can be divided into three categories, which

are, multi-modal registration, template registration and temporal registration [1].

1.2.1 Multi-modal Registration
This registration category deals with registering same scene images obtained

with different sensors such as microwave, infrared and visible spectrum. Viewpoint
registration is also incorporated with multi-modal registration for images of remote
sensing, as generally during scene acquisition remote sensing sensors of various
modalities also possess different viewpoints. Furthermore, various sensor acquisition
standards and geometries (such as optical and high resolution Synthetic Aperture Radar
(SAR)) can also make this kind of registration complicated [21, 22].

1.2.2 Template Registration
This type of registration is used to locate a reference patch within an image.

Generally, this type of registration is used for well-defined scenes such as airports,
lakes, indoor and outdoor images etc. [23, 24]

1.2.3 Temporal Registration
Temporal registration is used to register same scene images captured at

different times or under various changing conditions. There are immense applications
of this type of registration especially in change detection, natural resource monitoring,
urban growth monitoring, crop monitoring and precision agriculture [14, 25, 26].

1.3 Image Registration Techniques
The techniques used for image registration can be categorized into two major

categories, which are area-based and feature-based techniques [2, 9].

1.3.1 Area-based Techniques
Area-based techniques are also known as intensity-based techniques. In these

techniques, the registration of images is carried out largely on the basis of correlation
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between pixel intensity values of two images because distinguishing data is provided
through pixel intensities. This enables the procedure of registration to emphasize
on matching of intensity map of images. The area-based techniques are susceptible
to change in intensity values, noise distortions, illumination fluctuation, and change
in sensors [18, 27]. The area/intensity-based registration technique carried out in
five steps [1], which are, (i) Similarity metric, (ii) Search space and strategy, (iii)
Transformation model estimation, (iv) Resampling and transformation of Image, (v)
Registration quality assessment

1.3.2 Feature-based Techniques
These techniques are based on extraction of salient objects or features that

represent landmarks, shapes, sharp edges, corners, line intersections or road junctions,
that are invariant to image variations such as scale, rotation and affine. Significant
regions (fields, lakes, forests), lines (coastlines, rivers, region boundaries, roads)
or points (region corners, points on high curvature curves, line intersections) are
considered as features. These features describe higher level of information and are
appropriate for cases when differences in illumination are assumed or required a multi-
sensor analysis. A transformation matrix based on spatial information of the features
is obtained by matching the features of reference and target images and for image
registration [3, 15, 26, 28, 29]. Feature-based registration techniques consist of four
steps, (i) Feature detection, (ii) Feature matching, (iii) Transformation model and
parameter estimation, (iv) Image warping

Both area/intensity and feature based technique are widely used in many
applications. In medical image processing, the intensity based techniques are reported
in [4, 30, 31]. In case of computer vision applications, the intensity based techniques
are used but due to robust feature detection and description algorithms, they are
replaced with feature based approaches [6, 32]. In remote sensing, feature based
methods are preferred and used to register SAR images [29], infrared and visible
color images [33], multi-spectral and multi-modal images [5, 32, 34, 35], and satellite
images and aerial images [15, 26, 36, 37, 38].

The feature based techniques rely heavily on extracted features which should
remain invariant to illumination, rotation, scale, photometric and projective changes.
Many feature detection and description algorithms have been proposed over the course
of time. Table 1.1 summarizes some well-known feature point algorithms. Some
algorithms have both detector and descriptors parts while other have either detector
or descriptor part.
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Table 1.1: Summary of feature point detection and description algorithms

Method Abbreviation Detector Part Descriptor Part
Scale Invariant Feature Transform [39] SIFT Yes Yes
Speeded-Up Robust Features [40] SURF Yes Yes
Binary Robust Invariant Scalable
Keypoints [41]

BRISK Yes Yes

Oriented FAST and Rotated BRIEF [42] ORB Yes Yes
Features from Accelerated Segment Test [43] FAST Yes No
Binary Robust Independent Elementary Fea-
tures [44]

BRIEF No Yes

DAISY [45] DAISY No Yes
Local Histogram of Orientated Phase Con-
gruency [46]

LHOPC No Yes

Radiation Invariant Feature Transform [47] RIFT No Yes

1.4 Motivation
In remote sensing, the SI is considered as a key source of information and

required frequently in order to monitor the earth surface [37]. Frequently obtaining the
recent SI from agencies such as French Earth Observation Satellite System’s SPOT,
National Aeronautics and Space Administration (NASA) is an expensive exercise.
However, there are some sources such as Google EarthTM which provides SI free of
cost but normally these images are outdated. In agricultural domain, the updated SI are
frequently required for precision agriculture tasks like monitoring crops growth, health
and yield estimation. Acquiring recent images from SPOT or NASA on regular basis is
not an economical solution and also not affordable for farmers of developing countries
like Pakistan. There is a need to investigate a cost effective solution which farmers
can afford and use easily. In this regard, this thesis proposes a new method to update
freely available SI with recently taken UAV images. The SI is updated through image
registration process. The UAV images are high quality and high resolution images as
compared to SI. In this thesis, Google EarthTM images are used as SI, whereas the
UAV images are acquired from low flying platform with ordinary RGB camera.

1.5 Problem Statement
SIs are low resolution and blurred images compared to UAV images. An

example of SI and corresponding UAV image is shown in Figure 1.1. Both type of
images depicts the same agriculture area, but the appearance of the area is different
in SI and UAV image due to high temporal, textural and intensity differences. These
changes are due to difference in altitude, sensors, acquisition time and date and also
due to growth or changes in agricultural crops with the passage of time. In Figure 1.1,
the left image is SI which is taken from Google EarthTM while the right image is an
UAV image of the same area.
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(a) (b)

Figure 1.1: An example of agricultural land images. (a) Satellite image (b)
corresponding UAV image

It is evident that both images possess high intensity and texture differences.
Existing feature points such as Scale Invariant Feature Transform (SIFT), Speeded-
up Robust Features (SURF), Oriented FAST and Rotated BRIEF (ORB) and Binary
Robust Invariant Scalable Keypoints (BRISK) are not invariant to such type of
differences as they have been developed to overcome common types of transformations
and deformations such as scale, rotation, affine and projective differences. These
feature points underperform in SI-UAV image registration task. Therefore, an
investigation is required to overcome such differences. Moreover, a robust feature
matching strategy is also required for image registration. An investigation is also
required whether using a machine learning approach the number of correct feature
point matches can be increased for image registration between SI-UAV images.

1.6 Research Questions

i. Which feature point detection and description algorithm is best for registration
between SI-UAV images of agricultural land?

ii. Can feature matching strategies based on machine learning techniques help in
registration between SI-UAV images?

1.7 Contribution
The main contributions of this thesis are as follows:

i. A performance evaluation of various feature point detection and description
algorithms to identify the best feature point for SI-UAV images registration.
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ii. A new feature matching strategy based on nearest neighbor and brute force
techniques for registering SI-UAV images of agricultural land.

1.8 Thesis Organization
The introduction has provided perceptions into importance, applications,

problems and objectives of the research. Chapter 2 presents an overview of various
image registration techniques and applications of image registration in different fields.
Chapter 3 briefly describes various feature point detectors and descriptors algorithms
used in this thesis. Also explains the importance of these feature point algorithms for
image registration process. Chapter 4 presents the proposed method. Each step of
proposed method is thoroughly explained. Chapter 5 presents experimental setup and
results. It provides the results obtained with and without using the proposed method.
And identify the difference between the performances of feature point algorithms.
Finally, the thesis is concluded in Chapter 6 with future directions.



CHAPTER 2

LITERATURE REVIEW

2.1 Overview
In image processing, registration of two images is considered as essential

task. It is extensively used in remote sensing, medical image analysis and 3-D image
mosaics [1, 2]. In the last few decades, various image registration techniques have been
developed. Selection of technique for an application depends on types of variations
between the images [1]. Variations can be classified into three types.

i. Viewpoint, scale, rotation and affine variations, which are due to using
different camera or different viewpoint for image acquisition.

ii. Intensity based variations, which are due to atmospheric and lighting
conditions during the acquisition of images.

iii. Temporal variations, which results in change in the image features, for
example, object location, scene change or growth of fields or forests.

Intensity based and feature based variations make registration process more
complicated because establishing a match of a feature in other images is difficult.
Type of variations in the images plays a major part in choosing the best feature
space, search space and similarity measure to accomplish image registration. Causes
of transformation and deformation and their competitive solutions are extremely
important and should be considered for selecting or designing the method or technique
for a specific application of image registration [1].

The image registration methods can be divided into two categories, i) area-
based ii) feature-based [2]. Area-based techniques are more focused on matching of
pixel intensities while feature-based approach focused on detection and matching of
essential interest point named as feature points between the images. Major advantages,
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contributions, drawbacks of these approaches and selection of appropriate method for
image registration depending upon the problem and application is important [2].

Image registration can be multi-modal [21, 22], intra-sensor [8] or inter-
sensor [36]. In case of multi-modal image registration, a method based on Maximum
Likelihood is used [48]. This method uses intensity and the Control Points (CP). The
likelihood function is maximized to approximate the parameters of the homography
for registration. Similarly, to register intra and inter-sensor images, contour based
approaches using the object boundaries and strong edges are used in [49].

2.2 Registration of Medical Images
In medical field, the contour based approaches are used for registering the

nonlinear medical images [50]. The contour matching based method first extracts
object boundary curves, then match the boundaries to estimate transformation for
registration. In case of multi-modal image registration, the Mutual Information (MI)
based approaches are used [4]. Maximization of MI criteria is used to determine the
image intensities and their information redundancy or dependence in corresponding
pixels [30, 31].

In [51] a computer program named as elastix is developed by Klein el al.,
that contains stack of algorithms to address problems related to multi-modal image
registration. A method based on histogram is presented in [52], which can be used
for approximating and maximizing MI between multi-modal and multi-band images.
For approximating MI, histogram estimation methods are utilized. To overcome
the problem associated with histogram estimation the kernel density estimation is
combined with non-uniform signal quantization. This approach has applications in
several medical imaging [52]. Similarly, an intensity mapping in presented in [53] that
uses MI along with coefficient of cross-correlation to deal with several registration
issues occurs during the image registration process. MI is also used as similarity
measure in a framework designed for image-geometry registration [54]. Graphic
properties relative to illumination are utilized for this purpose.

A technique based on local phase [55] is presented in order to lower the
computational cost of registering the multi-modal images. Fast Fourier Transform
is utilized for an extraction method for detection of features based on local phase and
on multiple scales. Mapping Complexity similarity measure is used by minimizing
the complexity of intensity and spatial mapping [56]. This similarity measure is
implemented with kernel matrix and eigenvectors. An enhanced Maximization of
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Mutual Information (MMI) algorithm that uses combination of feature-based technique
and spatial information for registering multi-modal airborne images is presented
in [57]. Registration through MMI is robust to changes in brightness produced by
multi-modal sensors. Efficiency is enhanced by identifying information-rich areas
through classification using Harris corner filter (HCL). These areas are used as
descriptors for feature matching for registration purpose. In [58], Loeckx el al.,
introduces a similarity measure for registering non-rigid images, which is an extension
of MMI, named as Conditional Mutual Information.

2.3 Image Registration of Remote Sensing
Remote sensing sensors have experienced a quick advancement in recent

times therefore, the use of satellite images in different kind of fields has achieved a
colossal lift [10]. Now multi-sensor, multi-frequency and multi-temporal image data
is available from Earth observation satellites thus, digital fusion of this image data is
considered as beneficial tool in remote sensing applications. Image fusion based on
pixels and Earth observation satellite data is presented in [11]. A hybrid method is
proposed in [59] that combines intensity based and feature based methods for image
fusion and registration. The hybrid approach enables the solution for overlapping
problem occurs in intensity based methods. It uses edge based registration approach
with coarse-to-fine multi-scale iterative refinement. The purpose of hybrid scheme is
to balance out the limitations of individual approaches.

Mutual information is also used in remote sensing. Several algorithms have
been developed using mutual information for registration of remote sensing images.
One such approach is known as Generalized Partial Volume Estimation [60]. This
approach is based on estimation of joint histogram for mutual information computation
to accurately register multi-temporal remote sensing images. However complete
accuracy is not possible but this approach can be used to an extent to get better results.

A framework of [61] is used for remote sensing image registration that uses idea
of combining active contour with MI. Active contour model is used for segmentation
of edges, and using these edges with MI for image registration. MI is used as similarity
measure after removal of non-matched curves.

2.3.1 Feature Point based Image Registration
The feature based methods are commonly used for image registration due to

their robustness towards image variations such as scale, rotation and illumination.
Features based methods consists of four steps, i) feature detection, ii) feature matching,
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iii) transformation parameter estimation, iv) transformation and resampling [2].
Various algorithm for feature point detection have been proposed [39, 40, 42, 43]. But
finding the correspondence between features under scale, viewpoint and illumination
changes is a challenging problem. To overcome this problem, feature points are
detected in such a manner that they remain invariant to scale, rotation and other
image variations. The invariance to illumination and geometry makes these features
appropriate solution for finding the correspondences between the images. Furthermore,
descriptors are computed by using the image patches around the feature points. By
matching the descriptor, correspondence are established which are processed with
RANSAC and epipolar constraint for outlier filters [62]. An insight detail is presented
in [29] in order to review the capability of SIFT as a robust feature point for image
registration in applications of geometric registration such as matching and registering
SAR images.

An investigation is carried out in [5] regarding image registration of multi-
spectral remote sensing images using the SIFT methods. The results indicate high
false matching rate because spatial information is not observed. Therefore, to solve this
issue, method is proposed that utilize neighborhood information to raise the matched
CP points of SIFT. Transformation model known as Local Weighted Mean is combined
with SIFT methods to enhance the correct matching rate [5]. A method to obtain
robustness against nonlinear intensity differences is presented [63], in which histogram
bins with 180° difference are combined to get shorter vector descriptors. This approach
is named as Orientation Restricted SIFT, that offers better performance in multi-
spectral satellite image registration process. In [32], Teke and Temizal explored the
applicability of SURF method for registering multi-spectral satellite images. Adaption
of Scale Restriction (SR) method to SURF enhance the performance of registration
process.

A feature point based approach is proposed in [64] for registering visible
and infrared images. The method uses trajectories of moving objects by detecting
foreground and background in infrared and visible images. RANSAC [65] is used
to match trajectory points and overlap of pixels of composite foreground images
for the registration process. For infrared and visible spectrum images, a feature
point descriptor is presented in [66]. Features are detected using SIFT-like detector
and descriptors are computed through approach based on edge oriented histogram.
Matching is carried out by searching nearest couple to the feature point. An
investigation about performance of different conventional feature descriptors carried
out in [33]. The comparison is done on infrared and visible spectrum images. A
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method for image matching based on local features is also proposed [67], which
are invariant to illumination and viewpoint. Iterative estimation of illumination and
relative view relationship between the images are carried out in iterative way in order
to reproduce the view of one image into another.

An image registration approach presented in [3] for remote sensing using
feature matching strategy and histogram of Triangle Area Representation (TAR). This
approach is based on transformation parameter estimation algorithm which act as
replacement to RANSAC [65] and Progressive Sample Consensus (PROSAC) [68]
methods as it can efficiently compute the higher accuracy consensus set. A
homography estimation technique that combines the keypoint correspondences with
appearance similarity is presented in [69]. A method named as Particle Swarm
Optimization Sample Consensus Algorithm, which is able to deal with low correct
matches rate and helps in finding more matches is also proposed in [70]. Fast Sample
Consensus is introduced in [71], which is an enhanced version of RANSAC, to improve
the accuracy of feature matching of remotely sensed images. Similarly, a technique
named as Progressive Vector Field Consensus is also presented [72] to enhance
correspondence between features of images. A robust algorithm based on feature point
matching is introduced in [73], that is based on feature descriptors computed with
K-Nearest Neighbors TAR (KNN-TAR). The descriptor enables the identification of
outliers, and then local structure combined with global information is used to remove
the outliers. Histogram of Collinear Gradient-Enhanced Coding (HCGEC) [34] and
Log-Gabor Histogram Descriptor (LGHD) [74] descriptors are proposed that are robust
for matching multi-spectral images.

For images relating to multi-spectral remote sensing, automatic registration
could be demanding task because of differences in non-linear intensities between the
images. To solve the issue a two-step registration method based on local descriptor
is introduced in [75]. In first step, Scale Restricted SIFT is utilized for removing
any differences related to rotation, translation and scale between images. In second
step keypoints are detected through Harris corner method. Then modified local self-
similarity descriptor is utilized to find bonding points. For registration piecewise
linear model is utilized. Similarly, another two-step procedure is proposed in [27] for
registering remotely sensed images automatically. SIFT method is used in first step and
MMI is used in second step to achieve automatic registration of images. In [18], Liang
et al., designed an approach that combines spatial information of detected features with
intensities and MI, which is capable of automatically registering the remote sensing
images. The combination of spatial information and MI is carried by introducing a
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similarity metric name as Spatial and Mutual Information. Similarly for multi-modal
remote sensing images, in [76] a method based on feature descriptor which is called as
Histogram of Orientated Phase Congruency (HOPC) is used, that depends on images
structural properties. Further a similarity metric is presented by introducing orientation
in phase congruency model to get a modified model. This similarity metric utilizes
the coefficients of normalized correlation to provide basis for automated registration
method for remote sensing images [76].

A SIFT based approach is introduced in [28] for registration of remote sensing
images. A new interpretation of gradient that includes magnitude and orientation
is presented to surpass any intensity differences and then enhanced method which
combines scale, orientation and location of keypoint is applied to improve correct
correspondences during feature matching. Adaptive Binning SIFT (AB-SIFT), a
feature descriptor is presented in [77] in order to get automatic image matching system
for remotely sensed images. The primary concept of the method is computation
of descriptor through adaptive binning technique. Extraction of region carried
out using modified Hessian affine technique and then utilizing adaptive histogram
quantization approach to compute the descriptor. Similarly, for remote sensing
images another feature matching algorithm called as Locally Linear Transforming is
proposed in [9] that is capable of managing rigid as well as non-rigid transformations
when large number of outliers are present. The method approximate transformation
and produce correct correspondences at the same time using maximum-likelihood
structure. Another feature point matching approach for remote sensing images is
presented in [35] that uses SIFT method to create a preliminary set of correspondences.
Then inliers are increased using global structure constraint (shape context), and outliers
are removed through local structure constraint i.e. TAR.

2.3.2 Registration of Satellite and Aerial Images
SI is key source of information in many remote sensing applications, that has

to be updated regularly by acquiring new images with the passage of time [37]. For
this purpose, a system is designed [8] for automatic registration of satellite images
with remote sensing aerial images. The basic idea for designing this system is to
overcome the problem of updating the remote sensing images continuously, that are
acquired from separate sensors and/or at different intervals. The system is capable
of managing geometrical distortions of remote sensing images occurs due to several
transformations like rotation, scale and translation. Phase congruency model is the
core for processes of CP detection and matching. The system is able to address
several issues related to contrast or intensity during remote sensing image registration
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with intensity invariant features and adaptive scheme of CP matching. At the end
a modified RANSAC approach is used for removal of outliers and improving the
accuracy [8]. Similarly, another automated system is introduced in [36], that tackles
several issues like environmental and sensor noise, contrast and intensity differences
between satellite images. Geman-McClure M-estimation approach is modified to get
a new CP matching approach that uses complex feature representation. For improving
localization of CP pair, CP pairs are iteratively refined and used for removal of outliers
to estimate transformation for image registration.

The SIFT based method has been suggested for image registration in [5],
similarly, in [78], a new method for automatic registration of images is proposed that
combines SIFT method with the concept of image segmentation. Principal Component
Analysis (PCA) and a robust process removes outliers and provides aid for designing
the method. By combining different techniques, it enables registration of images
having differences in translation, pixel size and rotation leading to subpixel accuracy.
An approach based on deep learning is explored in [79] with the aim of improving the
accuracy of optical satellite image geo-localization using SAR image data. A trained
neural network, consisting of extraction and similarity measure stages, is used for
achieving the goal. In [80], Zeng el al., presented a feature matching approach based
on neighborhood geometry for improving the feature matching accuracy for images of
remote sensing acquired through geostationary satellites. The approach comprises of
three steps and using edge information as a key concept of the approach.

Gaussian mixture model along with the shape feature detector is used for image
registration in [81]. Registering historical aerial image of an area with recent aerial
image of same area helps in determining the changes occured during the period of
time. For this regard, an approach is presented [26] that uses Time Invariant Line
(TIL) features to register historic aerial images. Orientation is determined by area
minimization between historical and recent images relative features. TIL are modified
presentation of line features but without line-to-line correspondence. Geometric
features depicted by lines are quite balanced which are useful for registering images
of multi-temporal remote sensing. Therefore, a procedure is introduced [38] that uses
line features for registration of multi-temporal planar segment aerial optical images.
The main step of this procedure is to find the correspondence in images through
lines. Furthermore, homography transformation is derived using corresponding
lines parameters in images. Similarly, another registration method using composite
deformable matching is presented in [82] that is based on edges and image entropy
as features to register satellite images and UAV images. Edge features are used to
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overcome the differences of illumination and sensors.

A method for effective stitching of aerial images is presented in [83] that
uses ORB feature points to achieve accurate stitching. An approach for fast image
registration on the basis of geometric invariants and features utilizing the ORB is
put forward [84]. Features are extracted and described using slightly modified ORB
approach. Then a distance constraint is applied for removing mismatches based on
keypoints distribution. Geometric constraints are introduced to provide base for feature
matching procedure.

For gathering geospatial data, a camera attached with UAV, now-a-days, is
used as low-cost platform. Ortho-images are fundamental products and primary layer
for databases of Geographic Information System, therefore, [19] exhibits that ortho-
images accuracy can be improved through image registration. It also proposes a
scheme for image registration that comprises Accelerated BRISK approach along with
analysis of corresponding spatial CPs. Feature descriptors of images are compared
to find the match and false matched features are removed using sorted ring to make
matching process fast and accurate. In disaster situation, UAVs can also provide
fast support for real time monitoring, therefore, in [85] methods are proposed for
registering inter-spectral images using aerial thermal and visual images captured from
UAVs with low-altitude.

A multi-viewpoint method [20] presented for registering remote sensing
images comprising three preliminary steps, i) construction of mixture model using
multiple features, ii) combining the Euclidean distance, shape context and SIFT
distance to complete the feature mixture model, iii) introduction of geometric
constraint for non-rigid transformation. The method is applied on images taken from
Google EarthTM and UAV and performance is examined.

2.4 Image Registration for Agricultural Applications
In [86], Wei et al., proposes a method for registering multi-temporal images and

monitoring the change for agricultural terraces. This method is a four stage approach
i) image filtering, ii) feature extraction, iii) point set registration, iv) feature points
based registration and utilizes a small UAV to capture the aerial images of agricultural
terraces. An automatic workflow is presented in [87] for processing high resolution
satellite images for smallholder agricultural lands. This workflow is based on computer
software with primary purpose of monitoring the development of crops and fields with
passage of time by evaluating multi-sensor and multi-temporal images.
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Updating the agricultural land images using satellite images or aerial images
taken from UAV is vital for evaluating the changes due to new crops, crop yields,
forest growth etc. In this regard, an approach for registering SI of agriculture
land with aerial images is proposed by [17]. Farmland field junctions are used as
features. By extracting boundary junctions and then computing junction descriptors
by using structural and geometric properties of boundaries connected to junction. For
calculating these properties, a rectangle was fitted to the fields. Junction descriptor
contains patterns capable of matching and establishing junction correspondence.
Another method is proposed in [37] for updating outdated agriculture land SI with
high resolution UAV images. In this approach fields are described by measuring
relative field boundaries to field boundary junction locations. Every field have separate
description which make junction description distinct and helps in reliably finding the
correct matches. Similarly, image matching between agricultural land images using
different detector-descriptor pairs is presented in [15]. A comprehensive analysis on
performance of feature detectors and descriptors is carried out that one may found
as appropriate feature detector and descriptor for registering agricultural land images
along with proposing a new feature descriptor named as Modified Normalized Gradient
SIFT for achieving further ways and better performance.

In [46] LHOPC, a descriptor with advanced configurations is proposed by Ye
et al. that uses an extended phase congruency feature. The purpose of developing
LHOPC is to provide a robust solution for radiometric and geometric changes for
remote sensing images. RIFT method is proposed in [47] by Li et al., to eliminate
the problem of Nonlinear Radiation Distortions during the feature matching process.
This method is used for multi-modal and remote sensing image matching.

In [88], Mikolajczyk and Schmid explored many feature descriptors based on
interest regions on base of assessment criteria of same scene matching and recognition.
A comprehensive and detailed overview is presented in [89], about feature detectors
that are locally invariant and widely used in many applications, with a qualitative
assessment of their robustness and deficiencies. In [90], Juan and Gwun examined
three feature based methods for their application in different recognition systems.
Similarly an investigation [91] is carried out for seven famous detector-descriptor
combinations using different effects and variations. Similarly, the performances of
computationally low-cost binary descriptors are examined in [92] and [93] provides
suggestions for finding best combination of detector and descriptor as per requirement.
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Table 2.1: Summary of image registration methods

Application Method used Comments
Medical Image Analysis [1, 2,
3, 30, 50]

Mutual information, active
contour models

Mutual information based
methods are mostly used
for this field

Computer Vision and Object
Tracking [1, 2, 3, 5, 7, 32, 55]

Active contours, mutual
information, phase based,
similarity metric, feature
based

Mutual information based
methods are used but with
new trend, feature based
are becoming popular
choice

Remote Sensing Image Pro-
cessing [1, 2, 3, 8, 9, 15]

Mutual information, active
contours, feature based,
similarity metric, deep
learning

Feature based methods are
frequently used for most of
the applications.

Satellite and Aerial Images
(Remotely Sensed) [15, 17, 20,
37, 87]

Feature based Feature based methods are
priority choice satellite and
aerial images registration

2.5 Summary
A brief overview of image registration applications in different fields and

method is presented and used to overcome challenges relating to different fields are
summarized and depicted in Table 2.1 below.

The feature point based methods has attracted the attention of many researchers
in the area of image registration. In the literature, feature point based methods have
been found very useful and a reliable option for registration of SI-UAV images of
agriculture land. Therefore, the proposed method is also based on feature points, and
uses the feature points in a novel way to register SI-UAV images in the presence of
high temporal textural and intensity differences. But feature based methods require
the feature points that are computed in such way, so they remain invariant to any
illumination, rotation, scale, photometric and projective changes between images.
Many feature detection and description algorithms are introduced over the course of
time and their performances are regularly evaluated and examined for different type of
applications.



CHAPTER 3

AN OVERVIEW OF FEATURE POINT ALGORITHMS

3.1 Overview
Feature points are distinct location in an image that are invariant to change

in intensity, viewpoint, scale and rotation. Many algorithms have been presented
regarding how to extract and record such feature points. During the last decades, these
features are used in various applications of image processing and computer vision. The
well-known feature point detector and descriptor algorithms are SIFT [39], SURF [40],
ORB [42] and BRISK [41], which are briefly explained in below sections.

3.2 Scale Invariant Feature Transform
Scale Invariant Feature Transform (SIFT) image features are invariant to

rotation, scaling and intensity variations. SIFT works efficiently against affine and
projective variations. The SIFT algorithm takes an input image and convert it into huge
group of local feature vectors [94]. These feature vectors of image are invariant to any
rotation, translation or scaling. For feature extraction, SIFT detector consist of four
stages, i) Scale Space Extrema Detection, ii) Keypoint Localization iii) Orientation
Assignment, iv) Keypoint Descriptor.

3.2.1 Scale Space Extrema Detection
In this stage image is scanned to identify those locations and scales that

can become potential candidates for feature points which are orientation and scale
invariant. This can be achieved effectively by scale space function. Furthermore, it
has been shown that Gaussian function is the basis of this function. The scale space
L(x, y, σ) of an image is defined in Equation 3.1 as:

L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (3.1)

where (x, y) represents feature locations, G(x, y, σ) is Gaussian with variable-scale σ,
∗ is convolution operator and image I(x, y) is given as input.
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Stable keypoints in scale space can be distinguished using various approaches.
One of them is Difference of Gaussians (DOG). Scale-space extrema, D(x, y, σ) is
located by computing the difference between a image and similar image but with k
times scale factor. D(x, y, σ) is then given in Equation 3.2 as by:

D(x, y, σ) = L(x, y, kσ)− L(x, y, σ) (3.2)

where L(x, y, σ) denotes scale space of an image, and L(x, y, kσ) is k times scale
factor of same image scale space. In order to find the local maxima and minima of
D(x, y, σ), each point is compared to its eight neighbors in current scale and nine
neighbors in the scale up and down. It can be extrema only if it’s value is maximum in
all of these neighbors or minimum in all of them [39].

3.2.2 Keypoint Localization
This stage refines the candidate keypoints by eliminating weak points. The

points that are localized poorly along an edge or low contrast points are also rejected
and eliminated. It can be achieved by computing the value of Laplacian for each point.
The detection of extremum location, x̂, is defined in Equation 3.3 by:

x̂ = −∂
2D

∂x2

−1
∂D

∂x
(3.3)

where D is scale space extrema, x denotes feature location and ∂ represents partial
derivatives. All extrema with the value of function at x̂ less than specified threshold
are discarded. This eliminates extrema having low contrast. Extrema that is localized
poorly can be eliminated in different cases where it is noted that across the edge large
principal curvature exists. But in perpendicular direction, there is a small curvature
in Gaussian function difference. If the difference is less than the ratio of largest to
smallest eigenvector at scale and the location of keypoint, from a 2×2 Hessian matrix,
the keypoint is unaccepted [39].

3.2.3 Orientation Assignment
In this stage, an orientation is assigned to the keypoints based on local

properties of image. This orientation is useful in representing the keypoint descriptor,
that achieves invariance to rotation. Gaussian smoothed image L is selected by using
the keypoints scale for computation of gradient magnitude, m(x, y), and orientation
θ(x, y) from Equation 3.4 and Equation 3.5:

m(x, y) =

√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (3.4)
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θ(x, y) = tan−1

(
L(x, y + 1)− L(x, y − 1)

L(x+ 1, y)− L(x− 1, y)

)
(3.5)

where L(x, y) represents Gaussian smoothed image at (x, y) location. Formation of an
orientation histogram takes place with the help of the gradient orientations of sample
keypoints. The 360° orientations range has been distributed using 36 bins of orientation
histogram. The highest peak is identified in the histogram. The identified highest
peak is considered as keypoint dominant orientation. Additional orientation to the
keypoint can be assigned if there is any peak within 80% of identified highest peak
for creating the orientated keypoint. Multiple orientations can be assigned to several
keypoints [39].

3.2.4 Keypoint Descriptor
Image location, orientation and scale have been assigned to each keypoint in

previous stages. The local gradient data used in those stages is used here to compute the
keypoint descriptors. A set of 16 histograms is used by the SIFT keypoint descriptor
algorithm, which are positioned in 4×4 array each containing eight orientation bins.
Division of eight orientation bins are carried in such a way that one bin is nominated for
each of the main orientation directions and one bin is nominated for each of directions
in the mid-points. Thus resulting into a 4×4×8 = 128 elements size feature vector. The
resulting feature vector are known as SIFT descriptors. They are specifically useful
because of their distinctiveness, that enables the correct match for a feature to be found
from a considerable sized feature database [39, 94].

3.3 Speeded-Up Robust Features
Due to high time consumption of SIFT, an algorithm is proposed inspired

from same steps and principles but with a different phenomenon to provide faster
results known as Speeded-Up Robust Features (SURF) algorithm [40]. Like SIFT,
SURF is also able to compute the interest points as well as descriptors that are
invariant to rotation and scale. Because of rotation and scale invariant nature of SURF
descriptors and less computation time, it is widely used instead of other methods for
feature extraction [91]. Simple Hessian-matrix approximation is used for detecting
the interest point. Using integral images, the time of computation can be reduced
significantly [40].

3.3.1 Hessian Matrix based Interest Points
Hessian matrix is the basis of SURF detector. Blob-like structures are identified

at locations with maximum determinant. In a given image I , a Hessian matrix H(x, σ)
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at a point x = (x, y), is defined in Equation 3.6 as follows:

H(x, σ) =

[
Lxx(x, σ) Lxy(x, σ)

Lxy(x, σ) Lyy(x, σ)

]
(3.6)

where Lxx(x, σ) is convolution of second derivative of Gaussian (g) of standard
deviation σ with the given image I and it is defined in Equation 3.7 and Equation 3.8
as:

Lxx(x, σ) = I(x) ∗ ∂2

∂x2
g(σ) (3.7)

Lxy(x, σ) = I(x) ∗ ∂2

∂xy
g(σ) (3.8)

where I(x) is image at point x = (x, y), σ represents scale and ∂2

∂x2
g(σ) and ∂2

∂xy
g(σ)

are second derivative of Gaussian for Lxx and Lxy, respectively. The characteristic
aspect of performance of SURF is non-maximal-suppression of the hessian matrices
determinants [91].

3.3.2 Integral Images
To calculate the convolutions is costly task therefore, by the using integral

images this process is speeded-up and approximated. Integral Images enables fast
calculation of box type convolution filters. It is defined as an image I(x) where at
location x = (x,y)T , it represents the sum of all pixels between origin and location x
within a rectangular area. It is described in Equation 3.9 as follows:

I(x) =

i≤x∑
i=0

j≤y∑
j=0

I(x, y) (3.9)

where I(x,y) denotes image at (x, y) location.

The second derivative Gaussian kernel used for the Hessian matrix (H) have
to be distinctive and cropped. A 9×9 kernel is then applied. These kernels are
approximated by SURF algorithm with box filters. Through this it is possible to
compute the approximated convolution for arbitrarily sized kernel effectively using
the integral image.

Det(H) = DxxDyy − (wDxy)
2 (3.10)

where the discrete and approximated kernels are denoted as Dxy for Lxy(x, σ) and Dyy

for Lyy(x, σ). The kernel refers to σ = 1.2 pixels and they are the lowest scale that
can be handled by SURF algorithm. Weight w is used to calculate the determinant
of hessian matrix using the approximated kernels. The weight w is sensitive to scale.
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Theoretically it can be constant at 0.9 [40]. The integral images enable calculation of
responses with arbitrary large kernels by the SURF algorithm.

3.3.3 Scale Space Representation
To detect features across scale several octaves and levels are to be considered.

Therefore, scale space is divided into octaves and levels. The integral images make
the convolution with regular Gaussian kernel having the large filter size. It becomes
computationally fast and less expensive, and also there is no need to downscale the
image.

3.3.4 Interest Point Localization
Interest point is localized in the image and over scales by applying non-

maximum suppression in 3×3×3 neighborhood. The maxima of Hessian matrix
determinant is introduced with the help of method described in [62] in scale and image
space.

3.3.5 Descriptor
The descriptor of SURF algorithm is based on Haar wavelet responses. With

the integral images they are efficiently and easily computed. The purpose of descriptor
is to provide description of the feature that is unique and robust. On the basis of
surrounding area of feature, a descriptor can be generated. Like SIFT, determining the
orientation is important need in SURF because rotational invariance can be achieved
by giving each feature a unique orientation. SURF descriptor divides keypoint
neighborhood region or interest area into 4×4 sub-regions. Then a 2D Haar wavelet
response is calculated for every sub-region. Four values are contributed by each
response of sub-region to the descriptor. Therefore, 4 × 4 × 4 = 64-dimensional
feature description is described for each keypoint for all sub-regions [40]. SURF has
been proved to work faster than SIFT on occasions. But in some scenarios like intensity
and viewpoint change SIFT outperformed the SURF methods [91].

3.4 Oriented FAST and Rotated BRIEF
In number of applications, SIFT [39] have been proved successful and efficient.

But its computational cost is significantly high which leads to search for an alternative
method which can perform with lower computation cost. SURF [40] is an option for
replacing SIFT but yet in some situations it cannot match the performances of SIFT.
Therefore, a method with effective computational cost is presented having similar
performance ability to SIFT as a replacement. This method is known as Oriented
FAST and Rotated BRIEF (ORB) [42] that is based on FAST detector [43] and BRIEF
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descriptor [44]. Purpose of using FAST detector is because it finds decent corner
keypoints efficiently and is widely used in real-time system applications. BRIEF
descriptor is simple regarding its construction. It is a bit string description, considering
a smoothed image patch defined by simple binary intensity tests between pixels of
image.

3.4.1 Detection
FAST detector is used for detecting the keypoints because of computationally

low cost but it cannot support the orientation facility. To overcome the problem
a modified version of FAST detector is employed. Firstly, from an image FAST
points are detected. For measure of cornerness which lacks in FAST, after detecting
keypoints, Harris corner measure is applied for the sake of sorting them. Based on
threshold value, top N points are selected and then sort them according to Harris
measure. By using intensity centroid [95], ORB computes the local orientation, that
is a weighted averaging of pixel magnitudes in the local patch also using first-order
moments of patch in order to achieve rotation invariant features. Between the centroid
and feature location, the vector is known as orientation. This method looks unstable
but it is competitive with orientation assignment used in SIFT [92].

3.4.2 Description
BRIEF is a bit string descriptor that provides description of smoothed image

patch defined by binary intensity test set. Given a smoothed image patch p and a binary
test τ can be defined in Equation 3.11 as:

τ(p;x, y) =

{
1 p(x) < p(y)

0 p(x) ≥ p(y)
(3.11)

where p(x) is intensity of image patch p at point x = (x, y). A vector contains n binary
tests is defined as a feature which is given in Equation 3.12 as:

fn(p) =
∑

1≤i≤n

2i−1τ(p;xi, yi) (3.12)

where p is image patch and fn(p) is feature of p, (xi, yi) denotes feature location.

For test distribution, a Gaussian distribution in all directions of patch center is
used. BRIEF descriptor performance in many aspects like blur, robustness to lighting
and distortions is similar to SIFT but its matching performance falls of significantly
in situation of in-plane rotation [42]. To solve the problem of rotation invariant, an
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efficient method is proposed that uses keypoints orientations to steer BRIEF. Given
a set of feature at location (xi, yi) having n binary tests, a 2×n matrix is defined in
Equation 3.13 as:

S =

(
x1, . . . . . . , xn

y1, . . . . . . , yn

)
(3.13)

where S is 2×n matrix and (xi, yi) represents feature location. Patch orientation θ,
corresponding rotation matrix Rθ is utilized to construct Sθ, a ”steered” version of S
in Equation 3.14 as:

Sθ = RθS (3.14)

where Rθ is rotation matrix and Sθ is steered form of matrix S. Therefore, steered
BRIEF operator will be defined in Equation 3.15 as:

gn(p, θ) := fn(p)|(xi, yi) ∈ Sθ (3.15)

where gn(p, θ) represent steered BRIEF operator, fn(p) is feature of intensity p at
location (xi, yi) and Sθ is steered matrix with patch orientation θ.

The key to computation of descriptor is the utilizing the set of correct points
Sθ, which can be achieved by consistency of keypoint orientation across views [42].
In ORB the sampling pattern utilize 256 pairwise intensity comparisons. This is
established through machine learning, descriptor’s variance maximization and under
various orientation changes minimization of correlation [92].

3.5 Binary Robust Invariant Scalable Keypoints
Local feature and their vector description provided by SIFT, SURF and likewise

methods proved to be successful in many real-time applications but with expensive
computational cost. This challenge leads to alternative solutions like binary descriptors
and BRISK is one of them. Binary Robust Invariant Scalable Keypoints (BRISK) [41]
is a method that provides scale invariance as well as rotation invariance. BRISK
includes stages of detection of features, computation of descriptors and matching of
keypoints.

3.5.1 Detection
To detect the regions of interest or location of features in the image while

keeping the focus on efficient computational cost BRISK uses Adaptive and Generic
Corner Detection based on the Accelerated Segment Test (AGAST) [96] method. This
is an extension of FAST by improving speed with having similar detection performance
provides the base for detection of feature locations. BRISK detects keypoint by
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searching maxima in image plane as well as scale space in order to make it invariant to
scale. It performs non-maxima suppression and compute around all scales.

3.5.2 Description
For description of features, BRISK uses symmetric patterns and avoid the

unsystematic or learned patterns of BRIEF and ORB. The pattern defined the sample
points placed in circles concentric around the keypoint. Each sample point represents
the Gaussian blurring of its neighboring pixels. This blurring uses standard deviation
which is increased with distance between points on circles. This pattern looks
identical to DAISY descriptor [45] but BRISK differentiate with it because DAISY
was specifically used for dense matching and holds extra information for description of
keypoint [41]. The sampling-point pairs are then defined into two subset pairs named
as short-distance pairing and long-distance pairing. Orientation is found by taking sum
of computed local gradients between short-distance pairs and long-distance pairs. Thus
the keypoint is rotated according to orientation to make BRISK invariant to rotation.

The descriptor is constructed by performing comparisons of intensity values of
all short-distance pairs. For each pair, if the first point in pair value is greater than
the second point in pair value then the bit string is represented by ”1”, otherwise it
is represented by ”0”. Each of bit string obtained for point pair combined to provide
512-bit length descriptor vector. It can be defined in Equation 3.16 as:

b =

{
1 I(pj

α, σj) > I(pi
α, σi)

0 otherwise
(3.16)

where b represents a bit string, (piα, pjα) represents points in short-distance pair S with
α as rotation orientation. BRISK utilizes Hamming distance rather than Euclidean
distance for matching purpose because of its fast execution time. But yet, BRISK
needs more computation and more storage space than either BRIEF or ORB [92].

3.6 DAISY
DAISY descriptor [45] is used for dense computation and matching. DAISY

descriptors have also shown better performance in patch correspondence problems.
A major advantage of DAISY descriptors is that while constructing descriptor the
spatial binning of oriented derivatives is characteristic of different resolutions. But
its limitation is the need of additional memory storage [41]. DAISY descriptor works
by firstly computing the orientation maps from an input image, each for quantized
direction. After that, each orientation map is convolved at various times with Gaussian
kernel. To control region size, different values of Gaussian kernels are used thus
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obtaining convolved orientation maps for various region sizes. Primary objective is
to lower the computational cost and efficient implementation of convolutions using
separable Gaussian filters. Moreover, it leads to low cost computation of various sizes
orientation maps because various successive convolutions with smaller kernels can
achieve large Gaussian kernel convolutions.

It is noted that in convolved orientation maps, every pixel location carries a
value which is a weighted sum of gradient norms calculated over a neighborhood.
Unlike other methods like SIFT etc., DAISY uses Gaussian kernel. DAISY comprises
of vector at every pixel location, that contains convolved orientation maps values
situated on concentric circles pivoted on location, and where the measure of Gaussian
smoothing is corresponding to the radii of the circles. The vectors are then normalized
to unit form. Normalization in each histogram is achieved independently not as a
whole, to be able to portray pixels close to occlusions correctly. If whole descriptor
was normalized, then the same point descriptors that is near an occlusion when imaged
from different viewpoints would be quite different [45]. DAISY descriptor gives better
results with DOG based detector [93], and it is evident that SIFT is also based on DOG
technique as mentioned in earlier section, therefore in experimental setup combination
of SIFT detector and DAISY descriptor will be used.

3.7 Local Histogram of Orientated Phase Congruency
LHOPC is proposed in [46] that uses an extended phase congruency

feature [76] to compute the descriptor with advanced configurations. The purpose
of developing LHOPC is to provide a robust solution for radiometric and geometric
changes for remote sensing images. Phase congruency is a model used for feature
detection which is impartial of signal magnitude. That makes it robust to changes like
contrast and illumination mainly against gradient information. This conventional phase
congruency model only considers magnitude of feature (i.e. gradient magnitude).
But it cannot give consideration to information of feature orientation (i.e. gradient
orientation) that reflects the feature variation directions. Therefore, conventional
model cannot be used for construction of features which are robust and locally
invariant. Thus, extension of the model of phase congruency is presented to assemble
the orientation representation for building the feature descriptor [76]. The extended
model returns both feature orientations and magnitudes that are mentioned respectively
as orientation and magnitude of phase congruency. LHOPC use these parameters for
descriptor building relative to DAISY-style spatial arrangement. Because it is using the
benefits of phase congruency as well as DAISY therefore, this descriptor is expected
to robust against radiometric and geometric changes [46].
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To compute LHOPC descriptor for a keypoint, dominant orientation is assigned
to a keypoint. This can be achieved by using orientation histogram created from phase
congruency magnitude and orientation. The orientation histogram is distributed along
360° by each bin of 10° making total of 36 bins. Phase congruency magnitudes
is used to make entries in histogram and after that highest peak is identified in
histogram. The identified highest peak is considered as keypoint dominant orientation.
Additional orientation to the keypoint are assigned if there is any peak within 80% of
identified highest peak. This process is similar to orientation assignment of SIFT [39].
Around a keypoint a local region is formed and DAISY-style spatial arrangement is
designed for representation of descriptor relative to dominant orientation. Using phase
congruency orientations and magnitudes, descriptor is constructed relative to DAISY-
style arrangement because it is proved to be more robust to illumination and geometric
differences [46]. Combination of SIFT detector and LHOPC descriptor will be used in
experimental setup.

3.8 Radiation Invariant Feature Transform
RIFT is proposed in [47] to eliminate the problem of Nonlinear Radiation

Distortions (NRD) during the feature matching process. This method is used for multi-
modal and remote sensing image matching. Traditional feature descriptors normally
use gradient arrangement or image intensity to compute feature vectors but gradient
and intensity are sensitive to NRD. For task of multi-modal image matching, these
descriptors performance wise are not good. Phase congruency measure appeared
to be robust against NRD. Therefore, initially using phase congruency map, a 216-
dimensional feature vector is constructed based on distribution histogram approach.
Discouraging results leads to presentation of Maximum Index Map (MIM) measure
for better description of feature.

The log-Gabor convolution sequence is used to compute MIM and then
distribution histogram approach is utilized for feature description that is similar to
SIFT. An image patch focused on feature is selected for every feature point and weights
are assigned to each pixel using Gaussian function with standard deviation. Local patch
is then divided into 6×6 sub-grids and distribution histogram is constructed with a bin
for each sub-grids. All histograms are concatenated resulting into a feature vector.
Finally, by normalizing the feature vector results in invariance to illumination changes.

This procedure can be suitable considering no rotation changes, otherwise
this process will not be useful. To make it rotation invariant further analyzing and
processing is required. By going through further analysis that by computing feature
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point orientation, rotation difference is removed between image patch, thus making it
invariant to rotation. This method is specifically constructed for NRD challenges and
has been proved to be resistant to NRD [47]. Like LHOPC, RIFT method also possess
similarity to SIFT method therefore, SIFT detector and RIFT descriptor combination
will be used in experimental setup. Table 3.1, lists the feature point detector-descriptor
pairs used in experimental setup.

Table 3.1: List of feature point detector-descriptor pairs used in experimental setup
and results

S. No Detector Descriptor Descriptor Size
1 SIFT SIFT 128

2 SURF SURF 64

3 BRISK BRISK 64

4 ORB ORB 32

5 SIFT DAISY 200

6 SIFT LHOPC 200

7 SIFT RIFT 216

3.9 Summary
By going through all discussion of feature detectors and descriptors, it is

summarized that for experimental setup, several feature point detector-descriptor pairs
are used in this thesis in order to obtain the results and performance comparison.
As described in Table 1.1, SIFT, SURF, BRISK and ORB have both detector and
descriptor part. But DAISY, LHOPC and RIFT only have descriptor part, therefore,
their detector part is provided by SIFT detector in experimental setup (see Table 3.1).



CHAPTER 4

METHODOLOGY

4.1 Overview
The methodology of the thesis is based on experimental and quantitative

approach for image registration of SI-UAV images of agricultural land. The proposed
method is based on Nearest Neighbor (NN) and Brute Force (BF) descriptor matching
strategy therefore, it is named as NN-BF method. The block diagram for the NN-BF
method is shown in Figure 4.1. Each block is briefly described below.

Feature Point 
Detection

Feature Point Detection 
and Description

Overlap Error 
(OE)

Train
UAV Frames
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UAV Descriptors

Brute Force (BF) 
Descriptor Matcher
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Descriptor Indices
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Score and Repeatbillty Image Matching

Projection Error 
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Figure 4.1: Block diagram for proposed NN-BF method for registration of SI-UAV
images
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4.2 Agricultural Land Image Dataset
The dataset consists of eight SI-UAV image pairs as shown in Figure 4.2 and

Figure 4.3. Each pair consists of an SI image taken from Google EarthTM and the
corresponding UAV image captured with low flying UAV with ordinary RGB camera.
The UAV (aerial) images were taken near Lahore. Each UAV image is geotagged,
which helps in finding its corresponding location in the Google Earth. Around that
location, an image patch is cropped which completely show the UAV image contents.
This process is repeated for all the UAV’s images of training and test set.

Each pair depicts the same agricultural land but possesses high temporal,
textural and intensity differences which give the same agricultural land a different
appearance in aerial view. The dataset is further divided into two disjoint sets; a
training set and a test set.

4.2.1 Training Set
The training set comprises of two SI-UAV image pairs as shown in Figure 4.2.

First column of the figure shows the SIs, and the second column shows the
corresponding UAV images. The third column show manually registered SI-UAV
image, which shows the physical location of the UAV image inside its corresponding
SI.

(a)

(b)

Figure 4.2: Agriculture land images used as training set, first column shows SIs,
second column shows corresponding UAV images and last column shows manually
registered SI-UAV images.
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4.2.2 Test Set
Test set consists of six SI-UAV pairs as shown Figure 4.3. The idea behind

the training and test set is to learn the corresponding feature point matches between
the SI-UAV images and then use these matches in the feature matching step to register
the SI-UAV images of the test set. SI-UAV image pairs for training and test set and
randomly selected. No certain criteria is used for selecting the image pairs for training
and test set.

4.3 Manual Registration
The process of manual registration and homography estimation is carried out

with cpselect() function of MATLAB. For this purpose, the control points are selected
manually in SI and their corresponding points are identified manually in UAV image.
After the selection of control points, RANSAC is applied on control points to estimate
the homography matrix.

4.4 Feature Points
The SIFT algorithm [39] is used in the proposed NN-BF method for the

detection and description of feature points (see Section 3.2). The selection of
SIFT is based on the experimental results presented in the next chapter where SIFT
demonstrates better image matching and registration performances than SURF, ORB
and BRISK (see Section 5.3.2). The feature points detected by SIFT have two parts: (i)
Frames that contain information about pixel location (x,y), scale, orientation of each
detected feature point (ii) Descriptor, which is 128 element vector representing the
distribution of image gradients around the pixel location of each feature point.

4.5 Homography
Homography (H) is a transformation matrix that is known in advance between

each SI-UAV image pair of the training and test sets. When target image is aligned
with reference image, parameters of mapping are estimated which is known as
transformation estimation. Transformation matrix is a 3×3 matrix. Transformation
is divided into two classes, affine and projective. Affine transformation is a special
case of projective transformation. Following matrix represents both transformations:

a1 a2 b1

a3 a4 b2

c1 c2 1


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(a) Pair 1

(b) Pair 2

(c) Pair 3

(d) Pair 4

(e) Pair 5

(f) Pair 6

Figure 4.3: Pairs of agriculture land images used as a test set, first column shows SIs,
second column shows corresponding UAV images and last column shows manually
registered SI-UAV images.
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Affine transformation has 3 variations, Translation, Scale and Rotation. The following
vector elements of this matrix

[
a1 a2

a3 a4

]

are used as scale and rotation matrix used in presence of scale and rotation.

[
b1

b2

]

is translation matrix used for moving the points.

[
c1 c2

]
is projection matrix. Projective transformations are frequently used to register images
that are out of alignment. 2D Projective transformation is can be given as:

 1 0 0

0 1 0

E F 1


where E and F are vanishing points. When E and F are equal to zero, the
transformation becomes an affine.

The homography is used in multiple ways in this thesis. First it is used to show
manually registered images in Figure 4.2 and Figure 4.3 and to depict the physical
location of all UAV images in their corresponding SIs. Secondly, it is used with
Overlap Error in the training step to identify corresponding features points between
SI-UAV image pairs of the training set. Thirdly, it is used with Projection Error in
the testing phase to compute ground truth data for image matching on SI-UAV image
pairs of the test set. Finally, it is used in the quantitative analysis (Precision and Root
Mean Square Error) for the proposed NN-BF method and also for comparison with
the homography estimated by RANSAC in proposed NN-BF method for registration
of SI-UAV image pairs of the test set. The given (i.e, ground truth) homography is
denoted by H and the homography estimated by RANSAC with K.
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4.6 Overlap Error
OE [88] measures how well two regions (i.e, image patches) around the

feature points of reference (SI) and target (UAV) images correspond under a known
homography H . It is computed with Equation 4.1 as:

OE = 1− n ∩ (HTmH)

n ∪ (HTmH)
(4.1)

where n and m are regions around the feature point of reference and target images,
respectively. ∩ and ∪ represents union and intersections between regions n and m.

n and m regions are considered as corresponding regions, if OE between them
is less than or equal to a threshold. In the proposed NN-BF method, thresholds less
than or equal to 15% and 25% is used to find the corresponding feature points between
SI-UAV image pairs of the training set. Figure 4.4 illustrates OE between n and m,
which are shown as green and red circles.

   

≤5% ≤15% ≤25% 
 

 

 

 

 

 

Figure 4.4: Three different cases are shown to illustrate Overlap Error. In each case,
overlap error is shown below the regions and it is due to difference in size (scale) of
the regions around the feature points, which are shown as ’+’. The regions of reference
(SI) image are shown in green circles, whereas the regions projected from target (UAV)
image onto reference image is shown in red color circles.

4.7 Train Descriptors
These are the SIFT descriptors, which are computed for the corresponding

feature points which are identified with OE between the SI-UAV image pairs of the
training set, as explained above. The descriptor of corresponding feature points of SI
is referred to as Train SI descriptors and in case of UAV they are called Train UAV
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descriptors.

4.8 Test Descriptors
These are the SIFT descriptors, which are computed for SIFT feature points on

each SI-UAV image pair of the test set. The descriptors of SI image in case of test set
are referred to as Test SI descriptors and whereas the descriptors of test UAV image
are called Test UAV descriptors.

4.9 Descriptor Matching
The proposed method is based on NN and BF descriptor matching strategies,

therefore, descriptor matching is carried out in two ways: i) Nearest neighbor
descriptor matching, ii) Brute force descriptor matching

4.9.1 Nearest Neighbor Descriptor Matching
Nearest neighbor matching takes a descriptor from one feature vector and find

its best match in other vector using distance ratio. Lower the distance ratio, better
will be the feature match and vice-versa. In this thesis, this descriptor matching is
between the Train SI descriptors and the Test descriptors of SI of the test set. For
this purpose, the SI-UAV image pairs of the test set is processed one by one for
image registration. The nearest neighbor descriptor matching is one to one descriptor
matching. For each Test SI descriptor, a nearest neighbor descriptor match is searched
in Train SI descriptor. Having computed the nearest neighbor descriptors, the Test SI
descriptors are replaced with their nearest neighbor Train SI descriptors. The nearest
neighbor Train SI descriptors are further replaced with their corresponding Train UAV
descriptors (which were identified with OE between SI-UAV image pairs of the train
set during the training phase). The reason for this replacement is that direct descriptor
matching between the Test SI descriptors and Test UAV descriptors is not possible
due to high temporal and textual differences. By replacing the Test SI descriptors
with their nearest neighbor Train SI descriptors, and then in turn replacing the nearest
neighbor Train SI descriptors with their corresponding Train UAV descriptors leaves
a descriptor matching between the Test UAV descriptors and the corresponding Train
UAV descriptors. This descriptor matching is not difficult because the training and test
UAV images were acquired on same date, time, illumination condition and using the
same camera.

4.9.2 Brute Force Descriptor Matching
The Brute Force Descriptor Matcher (BFDM) is an approach which takes a

descriptor of a feature from reference data vector and find its closest neighbor using



35

some distance threshold, by matching it with all feature descriptors of target data
vector. In this way the reference data vector features would be integrated with all
combinations of target data vector features. OpenCV implementation of Brute Force
Descriptor Matcher (BFDM) 1 is used in this thesis for descriptor matching between
the Test UAV descriptors and the corresponding Train UAV descriptors. This matching
is also one to one descriptor matching. Please note that the descriptor part of the Test SI
SIFT is replaced and the frame part of the SIFT is retained, which is used by RANSAC
to estimate homography for registration of SI-UAV images of the test set. The frame
part carries information about the pixel location of the Test SIFT feature points of
SI-UAV test image pairs.

4.10 Random Sample Consensus
After the Brute Force (BF) descriptor matching, the matched feature points of

test SI-UAV are processed with RANSAC [65] algorithm. The RANSAC estimates the
homography and removes outliers. It also helps in the computation of the number of
correct matches, false matches and the precision score to evaluate the performance of
proposed NN-BF method.

4.11 Image Warping
Having computed the homography, the test UAV image of each SI-UAV image

pair of the test set is geometrically aligned and registered with its corresponding test SI.
The image warping is used in the visual inspection step to analyse the results obtained
with the proposed method.

4.12 Root Mean Square Error
Root Mean Square Error (RMSE) [75] is computed using Equation 4.2 as

follows:

RMSE =

√∑N
n=1 residual

2
n

N
(4.2)

where residual =
√

(xr −K(xt))2 + (yr −K(yt))2, (xr, yr) and (xt, yt) are pixel
coordinates of reference (SI) and target (UAV) images. K is a homography estimated
by RANSAC between SI-UAV image pairs of the test set. N represents total number
of pixel coordinates.

1https://docs.opencv.org/3.4/d3/da1/classcv_1_1BFMatcher.html

https://docs.opencv.org/3.4/d3/da1/classcv_1_1BFMatcher.html
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4.13 Summary
This chapter presents an overview of proposed NN-BF method. The proposed

NN-BF method comprises of agriculture land image dataset divided into two disjoint
sets. On the basis of experimental results, SIFT algorithm is used in proposed NN-
BF method with OE. Transformation matrix known as Homography is used in four
different ways in the proposed method. The proposed NN-BF method use NN and
BF descriptor matching strategies to match the train and test descriptors of SI-UAV
images. Finally, proposed NN-BF method uses RANSAC algorithm for removal of
outliers and mismatches.



CHAPTER 5

EXPERIMENTAL SETUP AND RESULTS

5.1 Overview
This chapter presents experimental setup and results. The experimental results

are obtained on SI-UAV image pairs of the test set as shown in Figure 4.3. The
experimental setup section describes the evaluation benchmark and results obtained
through experiments are provided in experimental results section.

5.2 Experimental Setup
The experimental setup of proposed NN-BF method consists of projection error

and evaluation criteria which describes the benchmark and performance metric for
evaluation of feature point algorithms used in the experiments on SI-UAV images.

5.2.1 Projection Error
Projection Error (PE) is Euclidian distance between the features point of SI and

the projected feature points of UAV image. The projected feature points are obtained
by projecting the UAV feature points onto SI with the ground truth homography ’H’.
PE is computed in Equation 5.1 as follows:

PE = ‖HxR − xT‖ (5.1)

where xR = (xr, yr) and xT = (xt, yt) are pixel locations of feature points of
SI (reference) and UAV (target) images, respectively. PE less than or equal to
0.5, 1.0, 1.5, 2.0, 2.5, 3.0(pixels) is used in this thesis. Please note, PE is only used in
the testing phase to compute number of corresponding feature points, correct descriptor
matches, false descriptor matches, repeatability score and matching score for image
matching on SI-UAV image pairs of the test set. This is because the homography ’H’

is considered to be known between the images for image matching [88, 40, 97]. The
PE has no role in image registration. The correct and false matches in case of image
registration is identified with RANSAC. Projection error is illustrated in 5.1.
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Figure 5.1: Illustration of Projection Error

5.2.2 Evaluation Criteria
This thesis uses the following performance metrics [88]. These metrics are

computed for image matching using different PE thresholds.

i. Repeatability metric is used to evaluate the performance of feature point
detectors. It is defined in Equation 5.2 as:

repeatability = 100× # corresponding feature points

minFeature
(5.2)

where minFeature are minimum number of feature points in pair of
images i.e SI-UAV and #correspondingfeaturepoints denotes the number
of corresponding features between SI-UAV images.

ii. Matching score is used for performance evaluation of feature point descriptors
and defined in Equation 5.3 as:

matchScore = 100× # correct matches

minFeature
(5.3)

where #correctmatches denotes the correct number of matched feature
points.

iii. Precision score is a ratio between correct number of matches and total number
of matches (correct and false matches) and defined in Equation 5.4 as:

precision = 100× # correct matches

# correct matches+# false matches
(5.4)

where #correctmatches are correctly matched and #falsematches are
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outliers or mismatched feature points. Precision score is also used to evaluate
the performance of feature point descriptors.

5.3 Experimental Results
The experimental results are divided into three parts (i) Image Matching to

evaluate the performance of different feature points on SI-UAV image pairs (ii) Image
Matching with the proposed NN-BF method (iii) Image Registration with the proposed
NN-BF method.

5.3.1 Image Matching
Image matching on SI-UAV images are carried out with the help of protocols

described in [88] and [46]. Image matching is widely used as a test problem to
evaluate the performance of feature points [15, 40, 97]. Image matching is also used
to evaluate the performance of the proposed NN-BF method. Additionally, the type
of feature point used in the proposed NN-BF method is SIFT, which is then replaced
with other types of feature points such as SURF, ORB, BRISK etc., to check how the
performance of the proposed method vary with respect to types of feature points. The
performance metric used for evaluation are repeatability score (%), matching score (%)
and precision score (%). These performance measures are computed for different PE
thresholds as described in [46] and Section 5.2.1.

Table 5.1 shows the comparison of feature points based on number of
correspondence and Table 5.2 depicts the comparison based on repeatability score
(%). The detector used are SIFT, SURF, ORB, and BRISK. The correspondence and
repeatability score are obtained with PE ≤ 2.5 pixels. The results show that ORB on
average demonstrates the best number of correspondence and repeatability score and
outperforms all other detectors. The best performance of ORB is due to a fact that
it detects feature points that are closely packed and having very small inter feature
distances. The last column represents the mean value which is computed over all the
SI-UAV image pairs of test set.

Table 5.1: Number of correspondence obtained by feature points on Test SI-UAV
image pairs with PE ≤ 2.5 pixels

Method Pair 1 Pair 2 Pair 3 Pair 4 Pair 5 Pair 6 Mean
SIFT 772 589 727 686 862 802 740.0

SURF 1326 936 893 1070 1120 1094 1073.0

ORB 4797 6174 5662 5633 6028 5235 5588.0
BRISK 341 263 299 345 360 336 324.0
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Figure 5.2 show the avearge number of correspondence and Figure 5.3 show
the average repeatability score with respect to increasing PE threshold values. The
figure shows the average value computed over all the six SI-UAV image pairs of the
test set. It can be seen that ORB outperforms all detectors. SURF achieves the second
best performance followed by SIFT and BRISK. It is evident from the figure that
repeatability score increases with the increase in the PE values.

Table 5.2: Repeatability scores (%) obtained by feature points on Test SI-UAV image
pairs with PE ≤ 2.5 pixels

Method Pair 1 Pair 2 Pair 3 Pair 4 Pair 5 Pair 6 Mean
SIFT 41.5 41.4 46.2 34.6 46.6 37.4 41.3

SURF 36.8 59.4 51.7 47.6 54.8 45.1 49.2

ORB 128.6 184.0 160.1 152.1 167.5 140.6 155.5
BRISK 25.8 32.3 31.6 30.8 36.1 28.7 30.9

Figure 5.2: Comparison of feature points based on average number of correspondence
for image matching between the SI-UAV image pairs of test set
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Table 5.3 shows a comparison of feature points based on matching score (%).
PE ≤ 2.5 pixels is used. DAISY, LHOPC and RIFT have only descriptor part (see
Table 1.1). Their detector part is provided by SIFT detector, means SIFT+LHOPC
denotes that SIFT is detector and LHOPC is descriptor.

The matching results show that all feature points demonstrate extremely low
matching scores. SIFT demonstrate zero matching score due to high textural, intensity
and temporal differences between test SI-UAV images. SURF achieves on average
the best performance but it is also too low i.e., 0.05%. Figure 5.4 shows the average
matching score (%) obtained by feature points for different PEs.

Table 5.4 shows the average precision score (%) based comparison between
the feature points with PE ≤ 2.5 pixels whereas Figure 5.5 shows the precision score
obtained with different PEs.

Figure 5.3: Comparison of feature points based on average number of correspondence
for image matching between the SI-UAV image pairs of test set
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Table 5.3: Matching score (%) obtained by feature points on Test SI-UAV image pairs
with PE ≤ 2.5 pixels

Method Pair 1 Pair 2 Pair 3 Pair 4 Pair 5 Pair 6 Mean
SIFT 0.00 0.00 0.00 0.00 0.00 0.00 0.00

SURF 0.11 0.06 0.00 0.04 0.00 0.08 0.05
ORB 0.03 0.03 0.03 0.03 0.00 0.00 0.02

BRISK 0.00 0.00 0.11 0.00 0.00 0.08 0.03

DAISY 0.00 0.00 0.00 0.05 0.00 0.00 0.01

LHOPC 0.00 0.00 0.00 0.00 0.11 0.00 0.02

RIFT 0.00 0.00 0.13 0.00 0.05 0.00 0.03

Figure 5.4: Comparison of feature points based on average matching score (%) for
image matching between the SI-UAV image pairs of test set
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Table 5.4: Precision score (%) obtained by feature points on Test SI-UAV image pairs
with PE ≤ 2.5 pixels

Method Pair 1 Pair 2 Pair 3 Pair 4 Pair 5 Pair 6 Mean
SIFT 0.00 0.00 0.00 0.00 0.00 0.00 0.00

SURF 0.21 0.09 0.00 0.08 0.00 0.15 0.09
ORB 0.06 0.08 0.07 0.07 0.00 0.00 0.05

BRISK 0.00 0.00 0.26 0.00 0.00 0.16 0.07

DAISY 0.00 0.00 0.00 0.13 0.00 0.00 0.02

LHOPC 0.00 0.00 0.00 0.00 0.30 0.00 0.05

RIFT 0.00 0.00 0.30 0.00 0.13 0.00 0.07

Figure 5.5: Comparison of feature points based on average precision score (%) for
image matching between the SI-UAV image pairs of test set
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5.3.2 Image Matching with Proposed NN-BF Method
This section presents the image matching results by using the proposed NN-BF

method. Last section shows that feature points under perform in image to matching
task on test SI-UAV images. This section shows that the proposed method significantly
improves the performance of feature points. The experimental results shown in this
section are obtained by using OE ≤ 15% and OE ≤ 25% in the proposed method (see
Section 4.6).

Table 5.5 shows the image matching results based on matching score (%)
obtained by using different feature points in the proposed method with OE ≤ 15%.
The PE used is less than or equal to 1.5 pixels. It can be seen that SIFT obtains on
average a matching score of 20.4% and outperforms all other feature points, SURF
obtains the second best performance followed by ORB and BRISK. DAISY, LHOPC
and RIFT do not perform well compared to SIFT and SURF.

Table 5.5: Matching score (%) obtained with proposed NN-BF method, OE ≤ 15%
and PE ≤ 1.5 pixels

Method Pair 1 Pair 2 Pair 3 Pair 4 Pair 5 Pair 6 Mean
SIFT 34.5 19.6 17.6 24.5 0.0 26.3 20.4
SURF 30.6 7.0 25.0 15.4 1.3 37.5 19.5

ORB 18.5 4.6 6.8 16.2 2.8 13.6 10.4

BRISK 8.5 2.4 6.4 7.8 0.0 8.8 5.7

DAISY 9.4 4.0 5.2 4.7 0.0 5.3 4.8

LHOPC 9.9 3.4 2.5 2.2 0.9 6.4 4.2

RIFT 13.1 2.2 1.1 5.0 0.0 2.2 3.9

Table 5.6 shows the image matching results based on precision score (%)
obtained by different feature points in the proposed NN-BF method with OE ≤ 15%.
SIFT obtains on average a precision score of 32% and outperforms all other feature
points, ORB obtains the second best performance followed by SURF and BRISK.
DAISY, LHOPC and RIFT demonstrates low precision score (%).

Figure 5.6 shows the average matching score (%) obtained by feature points
with proposed method and using OE≤ 15% values and different PE values. Figure 5.7
shows the average precision score (%) obtained by feature points with proposed
method and using OE ≤ 15% values and different PE values.
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Figure 5.6: Average matching score (%) obtained with proposed NN-BF method using
OE ≤ 15%

Table 5.6: Precision score (%) obtained with proposed NN-BF method, OE ≤ 15%
and PE ≤ 1.5 pixels

Method Pair 1 Pair 2 Pair 3 Pair 4 Pair 5 Pair 6 Mean
SIFT 52.7 32.1 26.1 37.5 0.0 43.5 32.0
SURF 35.8 9.1 26.9 17.7 1.4 40.0 21.8

ORB 52.6 9.5 16.7 36.0 6.2 35.3 26.0

BRISK 9.5 2.8 7.5 8.9 0.0 8.8 6.3

DAISY 17.2 7.1 9.9 8.3 0.0 9.5 8.7

DAISY 16.2 5.4 4.8 4.3 1.4 10.9 7.2

RIFT 21.3 3.8 2.3 9.3 0.0 4.4 6.8
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Figure 5.7: Average precision score (%) obtained with proposed NN-BF method using
OE ≤ 15%

Table 5.7 shows the image matching results based on matching score (%)
obtained by using different feature points in the proposed NN-BF method with OE
≤ 25%. It is evident that SIFT obtains on average a matching score of 29.1%
and outperforms all other feature points, SURF obtains the second best performance
followed by ORB. The average matching score (%) results shown in Figure 5.8 are
obtained with proposed methods and OE ≤ 25%.

Table 5.8 shows the image matching results based on precision score (%)
obtained by different feature points in the proposed method with OE ≤ 25%. SIFT
obtains on average a precision score of 46.5% and outperforms all other feature
points, ORB obtains the second best performance (43.0%) followed by SURF (29.8%).
Figure 5.9 shows the average precision score (%) obtained by feature points with
proposed method and using OE ≤ 25% values and different PE values.
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Table 5.7: Matching score (%) obtained with proposed NN-BF method, OE ≤ 25%
and PE ≤ 1.5 pixels

Method Pair 1 Pair 2 Pair 3 Pair 4 Pair 5 Pair 6 Mean
SIFT 37.7 27.4 33.3 34.2 4.0 37.7 29.1
SURF 29.4 13.7 25.0 26.6 5.0 38.0 23.0

ORB 13.5 7.7 13.4 16.8 4.4 18.6 12.4

BRISK 17.9 7.8 6.0 2.4 3.1 7.4 7.5

DAISY 11.5 6.1 6.6 4.9 0.6 5.9 5.9

LHOPC 16.1 7.1 3.6 2.6 0.8 3.9 5.7

RIFT 19.4 9.2 2.4 4.0 0.6 0.0 5.9

Figure 5.8: Average matching score (%) obtained with proposed NN-BF method using
OE ≤ 25%
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Table 5.8: Precision score (%) obtained with proposed NN-BF method, OE ≤ 25%
and PE ≤ 1.5 pixels

Method Pair 1 Pair 2 Pair 3 Pair 4 Pair 5 Pair 6 Mean
SIFT 58.4 39.0 52.2 55.9 6.2 67.4 46.5
SURF 41.6 19.7 33.3 32.4 6.1 45.8 29.8

ORB 67.2 23.9 39.7 58.0 12.1 57.1 43.0

BRISK 24.1 8.5 7.6 4.8 3.7 8.4 9.5

DAISY 25.3 13.1 15.8 10.8 1.3 12.9 13.2

DAISY 31.4 14.6 10.0 6.8 1.9 9.6 12.4

RIFT 38.5 20.7 6.8 10.6 1.2 0.0 13.0

Figure 5.9: Average precision score (%) obtained with proposed NN-BF method using
OE ≤ 25%

Table 5.9 and Table 5.10 summaries the result of image matching and provides
a comparison of results using and without using the proposed NN-BF method. OE
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equal to or less than 15% and 25% is used. It can be seen that SIFT outperforms all
other feature points, that’s why we use SIFT as feature points in the proposed method.
The comparison also shows that results obtained with proposed NN-BF method are
much better than the results obtained without the proposed method.

Table 5.9: Matching score (%) obtained with and without proposed NN-BF method
using OE ≤ 15% and 25%

Method
Overlap Error ≤ 15% Overlap Error ≤ 25%

Without Proposed
Method

With Proposed
Method

Without Proposed
Method

With Proposed
Method

SIFT 0.00 20.42 0.00 11.68

SURF 0.01 19.46 0.05 9.79

ORB 0.01 10.44 0.02 6.14

BRISK 0.00 5.66 0.03 3.97

DAISY 0.00 4.76 0.01 3.82

LHOPC 0.01 4.21 0.02 3.64

RIFT 0.02 3.93 0.03 3.83

Table 5.10: Precision score (%) obtained with and without proposed NN-BF method
using OE ≤ 15% and 25%

Method
Overlap Error ≤ 15% Overlap Error ≤ 25%

Without Proposed
Method

With Proposed
Method

Without Proposed
Method

With Proposed
Method

SIFT 0.00 31.97 0.00 19.51

SURF 0.02 21.82 0.09 12.83

ORB 0.02 26.03 0.05 20.00

BRISK 0.00 6.25 0.07 4.57

DAISY 0.00 8.67 0.02 6.18

LHOPC 0.02 7.17 0.05 5.39

RIFT 0.05 6.84 0.07 6.19

5.4 Image Registration with Proposed NN-BF Method
This section presents the image registration results using the proposed NN-BF

method. Different feature points are used in the proposed method such as SIFT, SURF,
ORB. The image registration results are demonstrated:

i. Quantitative Analysis



50

ii. Visual Inspection

5.4.1 Quantitative Analysis
The quantitative analysis is based on average correct matches, false matches,

precision score and RMSE. These scores are obtained with the RANSAC algorithm.
The results are based on OE≤ 15% and 25% in the proposed NN-BF method. The best
three feature points identified in the previous section are only used in the quantitative
analysis which are SIFT, SURF and ORB. Table 5.11 and 5.12 shows the results
obtained using proposed NN-BF method with OE ≤ 15% and 25% respectively.

Table 5.11: RANSAC based image registration results obtained with proposed method
and OE≤15%

Method Avg. Correct Avg. False Precision (%) RMSE
SIFT 72.79 27.21 72.83 1.3497

SURF 59.51 40.49 66.82 1.5497

ORB 50.25 49.75 53.92 1.6869

Table 5.12: RANSAC based image registration results obtained with proposed method
and OE≤25%

Method Avg. Correct Avg. False Precision (%) RMSE
SIFT 50.95 49.05 51.88 1.3754

SURF 53.97 46.03 59.57 1.5987

ORB 34.12 65.88 40.87 1.8718

5.4.2 Visual Inspection
In this section the visual inspection based results are shown. In each result

the UAV image is shown geometrically aligned and superimposed on corresponding
SI. The superimposed images are obtained by using the homography estimated by
RANSAC algorithm in the proposed NN-BF method. The farmland boundaries can be
used as features to check whether the superimposed UAV image is perfectly aligned
with the SI or not. Figure 5.10 and 5.11 shows SIFT based image registration results
using proposed method and OE ≤ 15% and 25% respectively. Figure 5.12 and 5.13
shows SURF based image registration results using proposed method and OE ≤ 15%
and 25% respectively. Figure 5.14 and 5.15 shows ORB based image registration
results using proposed method and OE ≤ 15% and 25% respectively.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.10: Registered images obtained by using SIFT features in the proposed NN-
BF method with OE ≤ 15%
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(a) (b)

(c) (d)

(e) (f)

Figure 5.11: Registered images obtained by using SIFT features in the proposed NN-
BF method with OE ≤ 25%
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(a) (b)

(c) (d)

(e) (f)

Figure 5.12: Registered images obtained by using SURF features in the proposed NN-
BF method with OE ≤ 15%
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(a) (b)

(c) (d)

(e) (f)

Figure 5.13: Registered images obtained by using SURF features in the proposed NN-
BF method with OE ≤ 25%
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(a) (b)

(c) (d)

(e) (f)

Figure 5.14: Registered images obtained by using ORB features in the proposed NN-
BF method with OE ≤ 15%
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(a) (b)

(c) (d)

(e) (f)

Figure 5.15: Registered images obtained by using ORB features in the proposed NN-
BF method with OE ≤ 25%
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5.5 Summary
On the basis of the results demonstrated above, it can be seen that SIFT

outperforms all other feature points by achieving the best average number of
correct matches, precision score (%) and low RMSE. SURF obtains the second best
performance followed by ORB. SIFT is capable of handling the image rotation,
affine transformations, intensity, and viewpoint changes during the features matching.
While SI and UAV images of agriculture land possess high temporal and textural
differences. Using training phase and strengths of NN and BF matching strategies,
SIFT outperforms other feature point algorithms. Best results are obtained using OE
≤ 15%. SIFT achieves 72.79% average correct matches compared to SURF (59.51%)
and ORB (50.25%). SIFT also demonstrate on average 6% and 18.91% better precision
(%) compared to SURF and ORB. However, in case of OE ≤ 25%, SURF has better
average number of correct matches and precision (%) than SIFT and ORB. But overall
scores are low compared to scores of OE ≤ 15%.



CHAPTER 6

CONCLUSION AND FUTURE WORK

6.1 Overview
The regularly developing significance of SI in applications such as border

monitoring, traffic studies, agriculture studies, damage assessment in case of disasters
and many more, calls for persistent research work and innovations in the remote
sensing area. In general, images from different sensors are utilized in different
applications of remote sensing depends upon the application requirements. Therefore,
utilization of techniques related to remote sensing for different applications has
achieved a colossal lift. Feature-based techniques are widely used for processing of
satellite images. Similarly, for data, relating to agricultural studies, regularly updated
imagery is required to monitor the changes occur in agricultural areas during the course
of time. This chapter contains a summary, conclusions and buildup of a point of view
for the future research.

6.2 Conclusion
In this thesis, a new method for registration of SI-UAV images of agricultural

land is presented. The proposed method is named as NN-BF method as it is based
on NN and BF descriptor matching strategies. The SI-UAV images possess high
temporal, textural and intensity differences and affect the performance of feature
points. The proposed method overcomes this problem by computing feature point
descriptor matches in a novel way.

Experiments are performed on SI-UAV image dataset of agricultural land. The
experiments are divided into three parts: image matching without proposed method,
image matching with proposed method and image registration with proposed method.
The experimental results of image matching show that ORB detector obtains the best
repeatability score followed by SURF and SIFT. But the comparison of descriptors
on SI-UAV images show that SURF obtains the best matching and precision scores.
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But these scores are too low, i.e., 0.05% (matching) and 0.09% (precision). By using
the proposed NN-BF method, the matching and precision scores of these descriptors
are significantly increased. The experimental results show that proposed method
increase the matching score and precision of SIFT up to 20.4% and 32%, respectively.
Followed by SURF, which achieves 19.5% (matching) and 21.8% (precision). Without
the proposed method both SIFT and SURF were unable to perform well on SI-UAV
images. The experimental results for image registration show that with the help of
proposed NN-BF method SIFT demonstrates the best performance by achieving 6.01%
and 18.91% better precision scores than SURF and ORB, respectively. The proposed
method also enhance the root mean square error of SIFT, which is 0.2 and 0.34 pixels’
lower than SURF and ORB, respectively.

6.3 Future work
More work can be done in future in order to find robust methods and techniques

and even using more feature points that can helps in improving the performance of
registration process. Developing new feature point detector-descriptor algorithm that
are invariant to temporal, photo-metric and textural changes between SI and UAV of
agriculture land may result in better and improved performance. In other case, different
combinations of existing feature point algorithms can be used, such as, SIFT detector
and SURF descriptor or ORB detector and SIFT descriptor. Similarly, applying other
machine learning techniques such as Support Vector Machine (SVM) etc., instead of
NN and BF and also applying deep learning methods may prove to be effective and
beneficial for registration of SI-UAV images of agricultural land.
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