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ABSTRACT

Title: On new classes of ¢-Janowski type functions of complex order

This thesis introduces and investigates intriguing subclasses of g-starlike and g-convex functions
related to Janowski-type functions of complex order. These classes are developed within the
context of g-calculus, which extends traditional analytic function theory and provides a more
complex structure for geometric function analysis. We examined these functions’ essential
properties, such as inclusion relations, distortion bounds, coefficient estimates, and the radius of
convexity. Special emphasis is placed on their behavior under certain integral operators tailored
to the g-calculus scenario. The given results not only expand conventional discoveries, but
also provide larger generalizations and deeper insights into the geometric behavior of these g-
analogues. Our findings give a more unified and comprehensive view than the previous research

on Janowski-type analytic functions.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Theory of Geometric Function is a field of mathematics that emphasizes the relevance of
geometric concepts in Complex Function Theory, while same ideas may also be found in real
analysis. Riemann, Cauchy, and Weierstrass all made significant advancements to this field of
study. This theory focuses on functions inside the open unit disc ® = {s € € : |s| < 1}, rather
than arbitrary simply connected domains. Riemann’s mapping theorem ensures that any such
domain can be transferred conformally to the unit disc.

Koebe first proposed the concept of univalent functions in 1907.In 1916, Bieberbach proposed
the "Bieberbach Conjecture", concerning the second coefficient of normalized univalent functions,
a problem that was ultimately solved by de Branges in 1985. S denotes the collection of functions
that are normalized, analytic, and univalent. Class of convex (C) and starlike (&) univalent
functions are the two notable subclasses of class S. Kaplan proposed the K class, which
comprises close-to-convex univalent functions, while Noor and Thomas created the € subclass
of quasi-convex functions. These classes are similar to class 3, which includes functions having
a positive real portion, often known as Carathéodory functions.

Geometric Function Theory relies mainly on subordination [1] and convolution [2] as tools
for study. The subordination principle was defined by Lindelof [3] using the Schwarz function.

Janowski [4] used subordination to investigate various interesting analytic function features.



Janowski type functions, developed by Wolfram Janowski in 1973, are an important expansion
of geometric function theory. Janowski developed the idea of Janowski type functions. By inves-
tigating the univalence and geometric features of these functions, he established the framework
for future research.

Classical Janowski type functions are analytic functions with specified growth requirements

on their derivatives. The generic form is:

o

R 1.1
IR (b

%'(s)] <

where ¥y € 2, a is constant and 1y, is a real integer. These functions are being investigated for
their distortion, growth, and mapping feature.

Quantum calculus, or g-calculus, is a mathematical technique comparable to classical calculus
that focuses on finding g-analogous solutions without the usage of limits. Jackson proposed
the systematic g-derivative in 1908. The development of g-calculus has connected physics
with mathematics. Geometric Function Theory utilizes quantum calculus to build numerous
subclasses of analytic functions.In 1990, Ismail [5] was the first to establish the class of g-starlike

functions by applying the g-derivative

Dyn(s) = 2 (5 2 (12)

with the condition Dqx;(0) = x1’(0), where q is the interval (0, 1). For the specific case, If

x1(s) = (s)%,where n = 1,2,3,.... then g-difference operator yields:

Dqx1(s) = [n]q(s)* ! (1.3)

where [n], can be expressed as follows:

1—qg®
= 1.4
[B]q 1—q (1.4)
Since t — 17, [n]q — n, and Dy(s) — x/(s). This is equivalent to:
Dox(s)=1+Y aps""' (1.5)
n=2
Jackson also presented the g-integral of a function fj, which is as follows
31 [oe)
| 06 ds=s(1-) ¥ a*ni(a’s) (16)

n=0

assuming the series converges.



1.2 Riemann Mapping Theorem

Bernard Riemann in 1851 established the Riemann Mapping Theorem (see [2]). Instead of
using a complex random domain, this finding enables us to use an open unit disc, © = {s €
% :|s| < 1}, as a domain. This theorem is necessary for the fundamental idea of geometric
function theory. In the 19th century, Weierstrass, Riemann, and Cauchy contributed significantly

to univalent function theory.

1.3 Analytic Function and Univalent Function

Univalent and analytic functions in ® were proposed by Koebe in 1907. In open unit disc
D, he developed analytic, univalent, and normalized functions. Comprehensive research has
been conducted on these functions (see references 1,2 and 3). Analytic functions were initially
presented by Duren. He established class 2, which comprises normalized and analytic functions
with x’(0) =1 and x(0) =0 . It is possible to express analytical functions of class 2 in series
form as x(s) =5+ Y5, sk, 5 €D, where ® = {s € ¢ : |s| < 1}. Analytic functions play a
crucial role in Geometric Function Theory by providing a thorough framework for investigating
complex function behavior. An analytic region is one where a function is differentiable at all
points (see [6]). Analytic functions are categorized into classes and subclasses based on their
image domain structure and geometry. Analytic function analysis relies heavily on the picture
domain’s geometric shape. New geometrical structures related to analytic functions have been
introduced and studied by scholars. Robertson [7] introduces the notion of univalent functions in
1936. If a function is injective and accepts distinct values for various inputs within a region, it is

said to be univalent in that area.

1.4 Subclasses of Analytic and Univalent Function

A key theory in complex analysis, univalent functions were first proposed by Koebe [6] in

1907. According to his proposal, functions that satisfy normalization conditions, are analytic, and



are univalent in © are categorized as S functions. The class S functions’ subclasses will be the
primary focus of this examination. In geometric function theory, normalized univalent functions,
or class S, are essential. The Class S is divided into four subclasses: the class of starlike
functions &, quasi-convex functions €&, close-to-convex functions Q, and convex functions C.
The creation of this classification was an attempt to support the Bieberbach hypothesis [8] .
The so-called Alexander relation, which links two distinct sets of convex and starlike functions,
was first defined by Alexander [9] in 1915. In 1921, Nevanlinna [10] began to exhibit star-like
characteristics. Convex and starlike functions of order o with negative coefficients were explored

by Silverman [11] in 1975.

1.5 Coefficient Bounds

Geometric Function Theory focuses on identifying coefficient bounds and breaks down
functions into subfamilies of class 2(. The Bierbach theorem, originally proposed by German
mathematician Ludwig Bierberbach in 1916, is a foundational component of class S. He
calculated the class S univalent functions’ second coefficient, ¢;. Bieberbach’s conjecture,
which resulted in significant progress in the field, was made possible by this theorem (see [12]).
According to the coefficient conjecture, if ¥ is a member of class S, then the inequality y | ¢ |[< k
for k = {2,3,...} holds for the kth coefficient of y, ¢;. From one of the Koebe function’s

rotations, sharp results are obtained. The extremal function corresponding to this inequality is the

Koebe function, and the second coefficient ¢, of } has the constraint |¢;| < 2, as demonstrated

by Bieberbach [12] in 1916. Although mathematicians have made several attempts to prove
this hypothesis, it is still a challenging task. A univalent function } ’s third coefficient, ¢3,
is |¢3] < 3, as demonstrated by Karl Loewner in 1923. The fourth coefficient problem which
showed that |¢4] < 4 was tackled in 1955 by Garabedian and Schiffer [13]. The generalized
version of the Bieberbach conjecture asserts that |ay| < k for k = {2,3,...}, was developed in
1985 by mathematician Louis de Branges [12]. For any k, the inequality is tight when @ is a
rotation of a Koebe function (see [6]). For the g-starlike and g-convex function classes, Darus
[14] discovered second and third coefficient estimates in 2016. Second and third coefficient for
complex-order q-convex and g-starlike functions were,discussed by Seoudy and his colleagues

in 2016 .



1.6 Janowski Type Function

Wolfram Janowski invented Janowski type functions in 1973, and they represent a signif-

icant generalization within theory of geometric function.The Janowski-type function class is

determined by applying a subordination condition. 5,’:25) < iiiﬁ ,where —1 < @ < & <1, where
x(s) € 2. The parameters & and ¢ dictate the geometric behavior of the function.

28 is included within the

. This definition extends well-known univalent

The sign < denotes subordination, which means that the image of

145
1+&s

function subclasses, such as star-like and convex functions, by regulating their geometric features

image of the linear fractional transformation

with parameters (& and @).

The Janowski class can be reduced to well-known function classes based on certain parameter
values (& and @). For example: When £ = 1 and ¢ = 0, the Janowski class corresponds to the
class of star-like functions. When & = 1 and ¢ = 1, the class corresponds to convex functions.

When & =0 and ¢ = —1, it represents Bazilevi¢ functions. Because of its versatility in
creating geometric classes of functions, Janowski type functions are an extremely useful tool
in geometric function theory. Since the introduction of Janowski type functions of complex
order, they have been the subject of extensive research. W. Janowski laid the platform for
future investigation in the early 1980’s by developing fundamental concepts with real order
parameters. The 1990’s saw the first attempts to extend these functions to complex orders, while
research was mostly focused on real parameters. The early 2000’s saw the start of increasingly
significant generalizations, as academics began to study how complex factors impact function
features. The 2010’s saw deeper theoretical discoveries, with works looking at the behavior
of Janowski type functions in complicated parameter spaces. Kumar and Singh made notable
contributions to growth projections during this time period. The 2020’s have been especially
successful, with notable advances such as Arora and Sharma’s investigation of border behavior
applications and Miller and Zlotkowski’s work on growth estimates and extreme points. Recent
research by Hosseini and Moghimi, as well as Das and Gupta, has offered detailed analyses and
generalizations of Janowski type functions, demonstrating the field’s continual evolution and

refinement.



1.7 Quantum Calculus

The idea of limits is not used in quantum calculus, which sets it apart from conventional
calculus. In 1909 and 1910, Jackson introduced the g-integral and g-derivative methods. In 1740,
Euler developed the concept of partitions, which led to the development of g-analysis. A key
figure in the creation of quantum calculus was Gaul (1777-1855). Two important contributors
to the creation of quantum calculus were Bernoulli and Euler. Because quantum calculus is
utilized extensively in physics, mechanics, and mathematics, researchers are becoming more
interested in it. In the study of classical mathematics, quantum calculus is a crucial field of study.
The objective is to provide a theoretical synopsis of the differentiation and integration methods.
One of the oldest and most extensive areas of mathematics is quantum calculus. The intricate
calculations and computations required make it more difficult than other math subjects. The
g-derivative is used in this study to assess the geometric characteristics of analytic functions.
In 1990, Ismail et al. [5] proposed g-starlike functions with regard to the g-derivative. This
is the first instance of Geometric Function Theory using ¢-calculus. He used the difference
operator to do this. He reinstated his class the "class of g-starlike functions" when he initially
presented it. Srivastava [15], in 2011, contributed significantly to the incorporation of g-calculus
into geometric function theory by investigating the generalizations and g-extensions of classical
polynomials such as Bernoulli, Euler, and Genocchi. For the open unit disc, Purohit [16]
suggested a new class of multivalently analytic functions. Regarding this function class, he
looked at distortion theorems and coefficient inequalities. He was the first to employ a unique
g-derivative operator in a study. He contributed significantly to the theory of analytic functions
by offering g-extensions for a number of results. Aldweby and Darus [14] used a generalized
operator and a basic hypergeometric function to investigate complex valued harmonic univalent
functions in 2013. For functions that belong to their class, they also include the coefficient
requirements. In 2016, Darus [14] initiated the study of the g-derivative operator in combination
with g-starlike and g-convex function classes. Seoudy and others [17] later that year presented
generalized subclasses of these complex-order functions by including the ¢-derivative operator.
g-calculus has been used by numerous researchers to significantly enhance geometric function

theory.



1.8 Preface

A brief introduction to each chapter of the thesis is provided below:

In Chapter 2, several fundamentally relevant definitions and findings are explored. The
chapter provides information about analytic and univalent functions, their subclasses, and
Caratheodory function class P. Convolution and subordination methods are briefly discussed
here. The study will include the analytic and univalent functions, classes of these functions,
Caratheodory function, Janowski functions along with its subclasses. This chapter provides
a comprehensive overview of ¢-calculus and the most current g-function classes. All of the

contents of this chapter are precisely referred.

In Chapter 3, new subclasses of Janowski function of complex order will be examined.
Inclusion characteristics, coefficient bounds, distortion theorems, and radius of convexity for
these classes will be examined. Furthermore, analytic features of these classes under specific

conditions will be studied.

In Chapter 4, new classes of Janowski-type functions of complex order will be developed
on the basis of g-calculus. In the open unit disc, there are two new subclasses of g-Janowski type
functions &7 [€, ¢] for g-starlike and C’gfc[ﬁ , @] for g-convex function.

It must be mentioned that new operators and new classes are extension of the existing ones.

In Chapter 5, the previous investigation’s results will be discussed.



CHAPTER 2

PRELIMINARY CONCEPTS

2.1 Introduction

In this chapter some useful terms and conventional results that will pave the way for future
study will be proposed. A comprehensive overview of the Caratheodory functions and normal-
ized analytic univalent functions will be given. Well-known linear operators and certain specific
functions and initial lemmas will be taken into account. A quick review of g-calculus’s founda-
tions is given. Several recent classes of g-analytic functions will also be discussed. Standard

books [13, 18, 19, 20] have been used for the information in this chapter.

2.2 Analytic Functions and the Class A

In this section, definitions of class 2 and class S along with their associated results are

presented (see [13, 19, 21])

Definition 2.2.1. [22] The class A is defined by analytic functions ) in the unit disk ® which

are normalized such that:

x(s)=s5+Y an(s)", s€D 2.1

This normalization ensures that (0) =0 and x'(0) = 1.



Definition 2.2.2. [21] A function /(s) € S is considered univalent in © when it is both analytic

and one-to-one,
x(0)=0, 2'(0)=1

Definition 2.2.3. [19] A functions x(s) € S is called starlike if it is starlike with respect to the

origin and satisfies the following condition:

/
Re (5% (5)> >0, seD. (2.2)
x(s)
Definition 2.2.4. [19] Let x(s) € S is said to be be convex such that x(s) if:
sy (s)
Re( 1 0 . 2.3
e<+k,(5) >0, s€3 2.3)

Definition 2.2.5. [19] Let x(s) € S are said to be close to convex if they are not necessarily

starlike or convex but satisfy the following condition:

Re (a’@%) 20, s, 2.4)

where [(s) is a starlike function and 0 is a real parameter.

Definition 2.2.6. [13] Assume ) € 2. Then (s) € S(y), if and only if

Re <5§(S)> >y, seD. 2.5)

where ¥ € (0, 1] is the order of starlikeness.

Lemma 2.2.1. [19] If y € S, the mapping of the unit disk under y includes a disk of radius 1/4
centered at the origin:

(D)2 {we?: || <1/4}. (2.6)
If y € Gand x(s) = s+ Y oan(s)", then:
lan| <n, foralln>2. 2.7

Equality holds for the Koebe function:

k(s) = (1_5—5)2 (2.8)

Lemma 2.2.2. Let x(s) € A, with x(0) =0 and |x(s)| < 1 for s € ©. Then:

x(s)| <|s|, and [K'(0)] < 1. (2.9)

Equality holds if and only if y(s) = ¢®s, for some 8 € R.
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Lemma 2.2.3. [13] For y € G, if |s| =, < 1, the following inequalities hold:

Iy Iy

—<|x(6)| < —, 2.10
and for derivative:
1—r1y , 141y
— < )< —. 2.11
T SO S 5 @11

2.3 Carathéodory Class 3

Definition 2.3.1. [13, 19] A function ¢ (s) belongs to the Carathéodory class, denoted by B, if it
satisfies the following conditions:

¢(s) is analytic in ©, Re(¢(s)) > 0 foralls € D,

Re(¢(s)) >0 foralls € D,

¢ (s) is normalized such that ¢(0) = 1.

A function in a Carathéodory class is represented as:
0(s) =1+ ) bals)", (2.12)
where b, € € and |by| are constrained by the properties of ¢(s).

Definition 2.3.2. [23] By Herglotz’s theorem, every ¢ (s) € B3 can be expressed as:

T i0
o66)= | THes o), (2.13)

-7 1-— eieﬁ

where U is a probability measure on [—7, 7r]. This integral representation highlights that ¢ (s) is

l+e’:

a convex combination of the functions {5

zz , which are known as Herglotz functions.
Lemma 2.3.1. [21] For ¢(s) = 1 + Y7 bu(s)", the coefficients satisfy:

|bn| <2, foralln>1. (2.14)

Equality is achieved for ¢ (s) = 1%=.

Lemma 2.3.2. If ¢(s) € B, then the coefficients of its series expansion satisfy:

|b| <2, foralln>1. (2.15)

Equality holds for ¢ (s) = 125, 6 € R.

T 1—e9s”
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Lemma 2.3.3. If ¢(s) € B, the following inequalities hold for |s| =r, < I:

I+r1y
<[o(s)] < (2.16)

1—r1,
141,

In 1935, sufficient condition for univalency was derived by Noshiro [24] and Warschawski

[25] as follows:

Theorem 2.3.4. (Noshiro-Warschawski Theorem) Assume that for each z be in convex domain

D, and & € R, (e®)y’ € PB. That is
Re(e®)/(5)) 0

Then x is univalent in ID.

2.4 Janowski function

Definition 2.4.1. [4] A function ¥ (s) falls within the Janowski class if it meets the subordination
requirement stated as follows:

sk'(s) 1+¢Es
= 5
x(s) 1+e¢s

s€D,
where:
* x(s) is analytic in the unit disk D,

e & and @ are real constants with —1 < @ < & <1,

sx'(s)

0 is dominated by 1465 4y D,

1+¢s

* < denotes the subordination relationship, meaning that

1+&s
1+¢s

The function is a generalized Herglotz function, mapping % onto a half-plane or disk

depending on the values of & and ¢.

Special Cases
If £ =1 and ¢ = —1, the Janowski class will be reduced to the class of starlike functions:
sy'(s) 1+s

< —.

x(s) 1-s

If & = ¢ = 1, the Janowski class reduces to the class of convex functions:

(2.17)

sx'(s)
2(s)

<1+s
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For —1 < ¢ < & < 1, the Janowski class corresponds to functions starlike with respect to a
boundary point or other general starlikeness conditions.

Alternatively it is defined as:
Definition 2.4.2. [4] If ¢ € ‘33, then
1+&(s)

1+ o(s)

The following relation shows the connection between the classes PB[&, @] and B,

¢ € PIE, 0] = ¢(s) < —1<p<E<1s5ed

S

It is observed in [26] that PB[—1, 1] = and P[&, @] is a convex set.

Definition 2.4.3. [4] A function x(s) in the Janowski class can also be expressed through a
subordinated Herglotz representation:

x(s) /” 14?5
_z1+¢%Bs d,LL(Q)),

x(s)

where U is a probability measure.

Lemma 2.4.1. [4] For x(s) € Janowski class, the coefficients a;,a3,. .. satisfy:
2(6-9)
(1-9)(1+9)

Higher-order coefficients can be estimated using recursive relations or extremal function tech-

laa| <

niques.

Lemma 2.4.2. [4] Extreme points of the Janowski class can be expressed as functions of the

T 1 0]
%(s) = sexp ( [ 1oe (J—(p;) du(¢)> ,

where U is a probability measure.

form:

Definition 2.4.4. The clasesses G[&, ¢] and C[&, @] of Janowski starlike and convex functions

were initially defined by Janowski [27] as:

/

S[. 9] = {xem: (%) clEgl—1<p<E< 1,56@},

cigol={ren: (L) cegl-1<p<g<isent.
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Relation between these classes is as follows:

x€ClE 0l & sy’ €S[E, 0.

Applications of these classes can be seen in [26, 28, 29]

2.5 Quantum Calculus

In Geometric Function Theory, quantum calculus is applied to develop subclasses of analytic
functions. The class of g-starlike functions was initially introduced by Ismail [5] in 1990 using
the g-derivative. The g-analogue of close-to-convex functions was examined in[16] .Raghavendar
and Swaminathan [30] studied some basic properties of these function.

Some basic concepts of g-calculus are reviewed here. We will assume 0 < q < 1, throughout

this thesis.

Definition 2.5.1. [5] Let B C C is called geometric set, if qs € B whenever s € B, q € (0, 1),then

all geometric sequences {sq™} ,qs € B are contained in such a sets.
The concepts of the g-derivative and the g-integral were introduced by Jackson in 1908

[31, 32]

Definition 2.5.2. The g-difference operator or g-derivative of a normalized analytic function y

is defined in the context of g-calculus as follows:

x(as) = x(s)
D x\s —7 5 7& 0 )
with the condition D4 (0) = x’(0), where q is in the interval (0,1).

For the specific case of y(s) = s, the g-difference operator yields:

:Dq%( ) [ ]q57 ])
where [n]; is defined as:
g =0 2.18)
E q _— 1 _ q . .

Taking the limit as ¢ — 17, we have [n]q — n, and the g-difference operator © approaches
the ordinary derivative f’(s). This corresponds to the classical derivative. The g-difference

operator for a normalized analytic function Y (s) can be expressed as:

s)=1+ Z nqans™ !
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Remark. [5] Following are some properties of g-derivative

I. Let ho(s) = s® be a function. Then g-derivative will be

Dgho(s) = [n]qs" ",
where [n], is given by (2.18)
II. The g-derivative of ) and /(s) exists V s € B if y,/ € B C C,
(@) Dq{dix(s)+dol(s)} = diDqx(5) +drDgl(s), where d; and d; are constants.
() Dq{x(s)l(s)} = 1(s)Dqx(5) + X (a5)Dgl(s).

26 16)Da(s)—x(a5)Dql(s)
(©) Dy | 45| = 1R HHERE),

In 2016, Ademgullari et al.[33],in 2016, shown that, for y € 2

Dq(logx(s)) = M, s€®

x(s)
Definition 2.5.3. [32] Jackson integral of the function x(s) also known as g-integral, which is

defined as:
5 (o]
|| 26955 =5(1-0) ¥ ax(a).
n=0

assuming the series converges.

The class C‘q containing g-analogue of convex function was defind in 1989 by Srivastava and

Owa [34] as:

Definition 2.5.4. Let y € . Then x € G, if

5@%%(5) 1
Dgx(s) 1-—q

gl_q,se®,0<q<1. (2.19)

The well known class C will be obtained when q — 1~. Ezeafulukweetal. [35] proved that
c= N &
O<g<1
Definition 2.5.5. [S] Let ¥ € 2. Then y € C; if

sDgx(s) 1 <
x(s) l—q| " 1—q

,6€9,0<qg< 1. (2.20)
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The well known class & will be obtained when q — 1. In [5], it was proved that

6= () &,
O<g<1

The class G4(y), which contains g-starlike of order y was studied by Agrawal and Sahoo
[36] in 2017.

Definition 2.5.6. [36] Assume y € 2. Then y € S4(7), 0 < y < 1, if and only if

sDqx(s) 1-ra| _1-7v
x(s) l—q |~ 1-q’

s€D,0<q<1,0<y<1. 2.21)

It is also observed that &4(0) = &,.
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CHAPTER 3

ON CLASSES OF STRONGLY JANOWSKI TYPE FUNCTIONS
OF COMPLEX ORDER

3.1 Overview

In this chapter, starlike and convex classes of Janowski type function of complex order
are investigated. Intriguing characteristics and properties like inclusion property, distortion
theorems,radius of convexity of a function and coefficient bounds have also benn studied
here.Additionally, analytic features of these classes involving specific integral operators are

examined.

3.2 Introduction

I will introduce the following classes

Definition 3.2.1. [36] For real numbers & and ¢ with —1 < @ <& < 1and 0 < a < 1, the class
P*[&, @] consists of analytic functions @ (s) such that:

1+&s

o
3.1
1+(ps} ) S€5, @.1)

o)< |

A function @ (s) belongs to the class P*[&, @] if it satisfies the given conditions, ¢ (0) =1
and Re¢(s) > 0.
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Special Case

When ¢ = —1, the image of ¢ (s) satisfies the following half-plane condition:

1-¢

Rew > ——.
¢ 2
This restricts the image of ¢(s) to the right half-plane defined by the given real part.

Definition 3.2.2. [36] Let y(s) € 2. These functions are convex and satisfy the following

subordination condition:
(sx'(s))"  1+8s
x'(s)  1+os
where £ and ¢ are real constants and for —1 < @ < & <1 and 0 < o < 1 the Janowski

(3.2)

convex class of order a, represented by C*[£, @] is defined as:

C‘“[é,cp]:{fem: [Sf:((j))],< “Iiﬂa} (3.3)

Definition 3.2.3. [36] Assume (s) € 2(. These functions are starlike and satisfy the following

subordination condition:
sy’ (s) . 1+&s
x(s)  14+@s’
where & and ¢ are real constants and for —1 < @ < £ <1 and 0 < @ < 1 the Janowski starlike

class G¥[&, @] is defined as:
5/(s) {1 +c§s]°‘}
GYE, @] =y eA: < 3.4
S, 0] {x 6 T es (34)
Definition 3.2.4. [37] Let x(s) € 2, then x(s) belongs to the class S¥[&, @] if and only if

%5) £0and 1+ % [;’CQ_S) — 1] € P&, ¢], (for complex number ¢ # 0).

Alternatively it can be defined as:

Definition 3.2.5. [37] A function x(s) € 2 belongs to the class S%[&, @] if and only if:

) <[rsel”

Special Cases

L Aso=1: G¥[E, @] becomes & [§, ).

II. As& =1and ¢ = —1: G¥[E, @] becomes G¥[1,—1].
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II. For a = %, & =c,and ¢ =0: G¥[&, @] becomes ("ﬁ(c).

IV. For ¢ = 1: G¥[£, @] becomes G¥[E, ¢].

Definition 3.2.6. [37] A function x(s) € A belongs to C¥[&, @] if and only if:

-

Special Cases

I. For a = 1: C*[€, 9] becomes C[€, ¢].
I. For £ =1and ¢ = —1: C*[€, 9] becomes C, ().

IIL. For ¢ = 1: C¥[&, ¢] becomes C¥[&, @].

Lemma 3.2.1. Suppose ¢(s) = 1 + Y7 cus™ is in P[E, @], for —1 <9 <& <1, with 0 <
o < 1. Then

lenl < @l — |, foralln>1.

The following lemma consists of distortion results for the functions belonging to the class

PYE, @]. Some existing results of well-known classes are special cases of this result.

Lemma 3.2.2. Consider ¢(s) belonging to P*[E, @], for —1 < o <& < 1,with0 < a < 1, and

5= rueie. Then

[1—55

1+Es]%
1—@s '

r <Re¢(s) <|¢(s)| < [H(ps

3.3 Main Result

~ (04
Theorem 3.3.1. Suppose x(s) € C*[&, ¢]. Then x(s) € Cc(7y), where y = [%} for —1 <
p<éE<1,0<a<l,and ¢ #0.

Proof. Suppose x(s5) € C*[€, @], so by definition

"
14 Lsx’(s)

) c PYE, 9]
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If ¢(s) € PX[E, @], then by definition of P*[&, @] we have:

1+&s5]
—_— 3.7
o)< 1] 6
This implies that there exists an analytic function @(r,) with @(0) =0 and |®(s)| < 1, such
that:
1+Ew(s)]”
—_— 3.8
o) = {lww(s)} G
1+Ew(s)]®
R Re| ——=| .
ed(s) <Re L ()
Using geometric inequality from starlike function
e[ L8009 1-Slote)]
I+oa(s)] — 1-9¢lo(s)]
1+Em(s)]* _ [1-&7°
R > . 3.9
[rea] 2= )
Thus,
Re¢(s) > 1=£]" (3.10)
> T :
This inequality shows that ¢ (s) € B(y), where y = [%] a.
Sicne ¢ (s) € PB(y). so by definition,
Lsy"(s)
1+ =
e S FW
This means ¢ (s) € be(7).
So x(s) € C*[E, p] with y = {%} % This concludes the proof. O

[0
Theorem 3.3.2. Let y(s) € G¥[&, @], then x(s) € S(y), where y = [%} ,for -1 <@ <
E<land0< a <1 with ¢ #0.

Proof. Suppose x(s) € G%[&, @], then by definition

1 [sx'(s) ] o

- —1] € , 0.

; [ ) BEE. o]
If ¢(s) € P¥[&, @], it satisfies the subordination condition

L

¢@)<{1+¢@>
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This implies that there exists an analytic function @(r,) with @(0) =0 and |w(s)| < 1, such that:

1+§w(s)r

1+ po(s) @11

o) < |

Re¢(s)<<Re_1£tﬁfﬁfl}a

L1+ oa(s)
Using geometric inequality from starlike function

1+Ea(s)]  1—Ela(s)]
Re{lww(s) Z T plos)’

SIS

Thus,
el
R 3.13
ed(s { " (3.13)

This inequality shows that ¢ (s) € B(y), where y = {1—‘};} Since ¢ (s) € ¢(7y), so by definition,

1 [sx'(s)
+e { %) ] <P

o
So x(s) € G¥[&, p] with y = {%} . This concludes the proof.
UJ

o
Theorem 3.3.3. If x(s) € G¥[&, @], then x(s) € S, 4(y), Where y = {%} Jfor -1 <@ <
E<land0< a <1 with ¢ #0.

Proof. Suppose x(s) € G%[&, @], then by definition

1 [sx'(s)
e { 2(5)

If ¢(s) € PX[&, ], it satisfies the subordination condition

—l]emaﬁwﬁ

14£&(s) } *
5) < | ———
0~ o
This implies that there exists an analytic function @(r,) with @(0) =0 and |w(s)| < 1, such that:
1+Ew(s) } *
§) < |22 3.14
06 < |1 o a1

Reg(s) < Re {M}

1+ opow(s)
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Using geometric inequality from starlike function

1+8w(s)] _ 1-Ela(s)|
Re{ )} >

I+oa(s)] — 1-9lo(s)|’
1+€w(s)]* _[1-&1¢
Re[lww(s)] 2{1—¢] ' G
Thus, "
Re ¢ (s) > “:—(p} . (3.16)

o
This inequality shows that ¢ (s) € P(y), where y = [%} . Since ¢ (s) € ¢(7), so by definition,

]

1+ € PB(y).

o
So, x(s) € GY[E, @] with y = [%] . This concludes the proof. O

Theorem 3.3.4. If x (s) € GF[E, @] then with x(s5) =5+ X7 raps®, fors €D, -1 <o <& <1,
0< o <1landc+#0. Then forn>2

(3.17)

Proof. Suppose x(s) € S[&, ¢]. Then by definition

1 [sx'(s) o
+; [W—Q €PLIE, 0.

Consider ¢(s) =1+ % {ﬁxxé—g) - 1) =1+ Y4, ans", where ¢(s) is analytic in ® with ¢(0) = 1.

s+ i nays" = s+ i aps™| |1+ i cbns“] ,
n=2 n=2 n=1
s+ i nagst =s |1+ i chys™ | + i aps™| |1+ i cbns"] ,
n=2 n=1 n=2 n=1

oo

Y aps”

s+ igaﬂsﬂzsnL i chy—18™+ i S+

[g}

n=2 n=2 n=2 n=2
i nays"t = i 18"+ i ans™+ i anB“] : [i cbns“] :
n=2 n=2 n=2 n=2 n=1

by comparing coefficients of s

o E—l

n=2i=0
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—an = by 1+ZZcban i

n=2 i=

o n—1

(n—Dan = ZZ chian—i ,for bop=1

n=2i=0

n—1
|an| = cl[billan—il. (3.18)
n==13

As ¢(s) € BYE, @], so by using Lemma, we have |b;| < cot(&, @), forn > 1.
So, by using it in (3.18)

laz| < ca[é]é_—lq))’ forn=2
|az| < ca(§ — o),
2
|as| SCO‘(AT_B)ZIWI ,forn=3. (3.19)
i=1

Expanding |a;| and substituting values of |a;| and |a;|,

2
Y lail = lai| +|az| <1+ ca(& — ).
i=1

Using values of |a;| |az| and |g;| in (3.19) we get,

g < L 14 caz - ).

[1+ca(S—9),
5 .

|as| <

For n =k,
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As T o) < T3 [Cetemol g ]

- - - [cat(S — )i
‘ak| < ca]({é_l(p)nl;% [(ca(éj (P) +1:| _ ca(]{_?ﬂk 1’

(ca(s —9))

|ay| < (k_l),kfl ,forn>3.

Now forn =k+1

|ak‘ < ca(ék_ (pnljff {(ca(& — (P)

k
Using Induction, we will get (3.17) and hence the proof is complete. OJ

_ e =) [(ca(é.— ?)

Theorem 3.3.5. If (s) € CX[£, @] then with x(s) =s+ Yo yans®, fors €D, -1 <@ <& <1,
0< o <1andc+#0. Then forn > 2,

(cotE — )1

(3.20)
n!

|ag| <

Proof. Since x(s) € C¥[&, ¢]. Then by definition

suppose [(s) = sx’(s).
If x(5) =5+ Lo ans" then (s = 57/(s)) = s(1 + Ly naps™ ') =5+ L7, nans™

Then by theorem 3.3.3, the coefficients of /(s) (which are na, ) must satisfy

(ca(S— @)

Inay | < =5 l)ﬁ*l forn>2, (3.21)
(cot(E—9))n—1

Dividing both sides by [n],we will get

(cot(&—))n—1
(n)!

Hence the proof is complete. L]

|an| <

,forn>2.



Theorem 3.3.6. Suppose x,/ € C*[E,¢] and 57 (s) = [5 [x' ()% [I'(1)]" at,

with 8 +7y = 1. Then #(s) € C*[€, ¢].

Proof. Since #(s) = [ [x'@))P [I'(1)]" dt.

Taking derivative on both sides, we will get

A'(s) = (2'(5))P (U ().

Taking natural log on both sides,

In#'(s) = In(x'(s))P (1'(s))",
In#'(s) =In(x'(s))F +1n(/(s))",

In#"(s) = BIn(x'(s)) + yIn(!'(s)).

Applying logarithmic differentiation, we will get

S = ) 1 [a]

As we know since x,I € C¥[&, @], there exists functions py, 2 € BE[E, @] such that

_ ., Lsx"(s)
1sl"(s

=1+- .
P2= 0 T

Multiply both sides of equation 3.22 with ?

sA(s) _sBx"(s)  sy(s)
c ') ¢ x(s) ¢ l(s)’

Adding 1 on both sides

5D§%(5) _ 5ﬁD§X(§) 5’}’Dél(5)
cD,#(s) ¢ Dyx(s) ¢ I(s)

b ) () sv'(s)
s A" (s) sBx"(s) syl'(s

s P ) i)

s A" (s) s x"(s) s1"(s)

e = e )
E%”(s)

+ szﬁmﬂpz.

24

(3.22)
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Since pi1,p2 € BP[E, 0], s0 api +1p2 € PP, ¢]. Thus

s H"(s)
1+E%,(5) € PBIE, 0]

Hence 7 (s) € C¥[&, ¢]. O

. (04
Theorem 3.3.7. Suppose x(s) € G%[E, @] with 5 = rye’® and y = [i—;&} , then we have the
following inequality

Iy

) BT 62

fu < <
RETRE = x(s)] <

1—2b(1—9)ry + (2b(1 —y) — 1)r,?
(1 —r1y) (1 +1,)200-7)+1

1+2b(1 = y)ry + (2b6(1 —y) —

D’ 304
(l—l—ru)(l—ru)%(l_y)“ - (324

<lx(s)l <

Proof. Since 1(s) € GZ[&, @] then ¢(s) = 1+ 1 | L) —1]. Where (s) € BE(E, 0] € 9(1),

y= [%] ¢ . As ¢(s) € ¢(y) there exists ¢ € B such that ,

#(s)=(1—-y)pP1+7,

p1(s) € ¢(y) can be written as ,

1—|—ru2
1 —r1,2

21y
—1—r1,2’

P1

¢(5)—}/_1+ru2 < 2ry
(I—y) 1—-r2| " 1—12

Multiplying by (1 — ¥) on both sides

_ ru2 Iy
a-pSET iy <o

(1=N0+r2)|_ (1=7)2n
<
1 —r1,2 - 1-r2 "

(1=1)(9(s) =) —

(1-r?)(@(s) -y - (1-p+n’)| _ (1-7)2n
1 —1,2 — 1-r2

¢(s)(1-r®) —y(1-r?)—(1=y(+n’)| _ (172
1 —1,2 R S
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< (1 B ’)/)zru

‘¢(5)(1 _ru2> - 7+ru2'}’_ 1-r’ +7r+ ?’ruz)
> l—ru2 )

1 —r,2

< (1 - 7)2ru

= 1-r2

¢(5)(1 _ru2) -1 _ruz —{—2’)/1‘112)
1 —r,2

¢(s)(1—r®) —1—r2(1=2y)| _ (1-7)2r
< )
1 —r,2 = 1-r2

‘(p(s)_ 1+1,2(1 —2}/)‘ _ (=92,

1 —r,2 1—r2 "’
14 (1 —=2y)r,> 1—9)2r,
9(s) — ( Z)“ <! Y)Z“. (3.25)
1—r1y, 1—r1y

Replacing ¢ (s) with its value we will get

) ] 1 0-2mm2| (-
c | x(s) 1—r1,2 1 —ry?
Multiplying both sides by ¢ to get
ot sy’ (s) e c+ (1 —ng)cru2 < (1 —7)22cru7
x(s) l—r1y -1y
sx'(s) bl ¢+ (1 —27)cr,? < (1 —y)2cru,
x(s) 1 —r,? 1 —r,2
sx'(s)  Ae—er® — 141’ —c+ (1 =2y)er,’ (=72
x(s) 1—r,2 I S A
Simplifying this we will get
sx'(s)  1+(Q2c(1—7)—Dr? _ (1 —17)2ecr,
x(s) 1—r1,2 T~ 12

(1—7)2er _ sy'(s) 1+ (2¢(1—7)—1)r,? o (=7)2en,

-2 = x(s) 1 —ry? — l-r?

_ Y 2 /
C(L=7)2ery n 1+ 2c(l—=y)—ry < sx'(s) <
1—r,2 1 —ry? x(s)

(1—7v)2ery N 1+ (2¢(1—7) — Dr,?
1 —r1,2 1 —r1,2 ’

1+ (2c(1—7) — Dry? — (1 —7)2cry _sx(s) 1+ (2c(1-y)— Drg? + (1 —7)2ery

. (3.26
1 —r,2 - x(s) — 1—r,2 ( )
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We know that

1+ (2¢(1—79) — Dry? — (1 —7)2cry < sy'(s) PR (2¢(1—79) — Dry? + (1 — y)2cry
1—r2 —oxs) T 1—r1,2 ’

1+ (2¢(1—p) = Drg® + (1 —7)2cry

N1\ 2 (1
1+ (2e(1 —y) = D> = (1 m%g%%mmmé ’

1 —r,2 1—r,2
14+ (2c(1—7) = D2 — (1 —y)2cry _ 9 1+ (2¢(1—7) — Dy + (1 —y)2cry
< — <
ry(1 —r,2) - 8ru10g|X(5)| - ry(1 —1,2) ’

(3.27)

Integrate with respect to 1y

/ 14+ (2¢(1—79) = Dr,2 — (1 —y)Zcrudru < loglx(s) S/ 14+ (2¢(1—79) — D2+ (1 —3/)2c1rudru

ro(1 —r,2) ry(1 —r1y?)
(3.28)

/ [ru( 1 N (2¢(1—7p) — 1)r,? B (1—}/)2cru]druS

1 —ry2) ry(1 —r1y2) ry(1 —r1y2)
1 (2c(1—7) = D2 (1—7)2cry
log|x(s)| < / [ru(l ot o) a9 629

Firstly, solving Lower bound of (3.28)

/ 1+ 2c(1—y)—Dr,2—(1— y)2crudr

ry(1 —r1y2)

1 —ry2) ry(1 —r1y2) ro(1 —r1y2)

:/[ru( 1 +(2c(1—}/)—1)ru2 (1—y)2cru}dru7

—1ﬁu+%M%§%%—qqu4m+n_mu_mﬂ_§ﬂ%ﬁlim@+ma,
=1In(ry) + %ln 1j§2§ —¢(1—7)In [8 tij;] _ 2 _ZY) -1 In(1+r,?).

Similarly upper bound of will be,

n)] 20Dl

+c(1—y)ln[(1_ru) 3
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Putting values of upper and lower bound in (3.28) and taking exponential we will get,

1

(S]]

2c(1-y)—1

a—m%{2]§MQSm[

(1-12)” =]

|:1+ru:|c(l')/)+
Iy
1—ry

141, c(lfy)Jr%
l—ru]
Iy

lu < <
*E) < e

(It r)20-7) = (530)

Using the above inequality (3.30) in (3.26)

[1+(2c(1—7) = Dry? = (1 —7)2cry] 1
1 —r1,2(141,) 20D,

[14+ (2c(1 =) = Dr® + (1 = y)2¢ru]ry
1 —r1y2(1 —1y)20-Vr, ’

<x'(s)

IN

[14 (2¢(1 —7) — Dry? + (1 —y)2¢ry]

1+ (2e(1—y) = D’ = (1-p2er] _
[ ¢ ) <x(s) < 1 —12(1 —1)20-7) ’

1 _ruz(l +ru)2‘(1*7) -

Hence the proof is complete. L]

~ . [0
Theorem 3.3.8. Suppose x(3) € C¥[&, @] with s = rye’® and y= [%} , then we have the

following inequality,

1 , 1
(15207 <|x(s) < (TSR (3.31)
(1_|_ru)1_2c(1—7) (1 _ru)l—Zc(l—y)
< < — '
2=y eIy (3-32)
Proof. Since x(s) € C¥[E, @] then ¢(s) = 1+% [s};{(/’;(:)) — 1}. Where ¢(s) € BEE, 0] C o(y),
Y= [%] ¢ . As ¢(s) € ¢(y) there exists ¢ € P such that ,
¢(s) =(1—7)p1+7,
p1(s) € ¢(y) can be written as ,
_ 1+r,2 21y,
P1 1—r12| = 1—1,2
By (3.25) we can write,
1+1,2(1-27)] _ (1—7)2r,
— <
o) RS20 < L5
1+ (1—=27)r,2 1 —7)2r,
‘(P(s) - (HHZ) < ( 1_’212 : (3.33)
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Replacing p(z) with its value we will get

" _ 2 _
141 [sx/ <s>] SR e O U 7228
¢ | X'(s) -1y l—ry
Multiplying both sides by b to get
- 5)(/”(5) _c—l—(l—2};)cru2 < (1—'}/)22cru7
X (5) 1—r1y 1—r,
sy'(s) c+(l —27)ery? < (1 —19)2cry
x(s) 1 —r1,2 I S U
sx"(s)  +e—or® —c+(1-2y)er’ _ (I=7)2en,
x'(s) 1—r,? - 1-r2
By simplifying this we will get
sx'(s)  (2e(l—p)n?| _ (1-7)2e,
x'(s) -2 |7 1-nr2 ’

-2 = x'(s) 1 —r,2 — 1-r2

(1 —7)2cry < sx”(s)  (2¢(1—7))r,2 < (1 —7)2cry

(1—7)2cry 1+ Qc(1—=7))r® _sx"(s) _ (1—7y)2cry, LI (2¢(1 —7))ry?

_ < <
1 —ru2 + 1 _ru2 — X’(ﬁ) — 1 _ruz 1 —I'u2 9
B 2 1 " _ 2 —
(2¢(1 —79))ry” — (1 —7)2¢ry < sx"(s) < (2¢(1—y))ra” + (1 '}/)2“11’ (3.34)
1 —r,2 x'(s) I—r?

(2¢(1 = Y)ra(1 +1y)
(1—ry)(1+r1y)

—(2¢(1 = p)ru(1 — 1) < sy (s)
(I=rg)(1+1) = 2'(s)

IN

(2¢(1 = Y)ru

el =P _s2'(6)
(1—ry)

(I+ra) 7 X'(s)

IN

(2¢(1—7)ry
(1—-ry)

—Qc(1 =Y _ 52"(s)
(I4+r) = 2'(s)

IN

(2c(y=Dru _ 5x"(s)

(2c(1=7p)ry
(I+r) = X'(s) '

(1—1y)

<

We know that,
sy"(s) @ )
Re % (5) =Ty aruloé"x (s)l,
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2e(y=Dra _ 9 )
BTN < aruloglx (5)] <

(2e(1 =Y)ry

T (3.35)

Integrate with respect to ry

/ (2e(y—1)ry
ru(l+1y)

(2c(1 = 7)1y
(1 —ry)ry

2¢(y—1)[log(1+1a)] < log|x'(s)| < —2¢(1 - y)[log(1 —ru)],

log(1 —I—ru)zc(yf]) <logly'(s)| <log(1 _ru)*ZC(FY)’

dru < logl' ()] < [ dr., (336)

log(1+1a) "7 < log|y/(s)] < log(1 —ry) (7).

Applying exponential will give us,
(145) 20 < ' (9)] < (1 - r) 27,
1

; < | / )| < - -
(s = WO =

Hence we got (4.30). Integrate over r, where |s| =1y

! 1
/Wdl‘u <|x(s)] < /Wdru.

Let k = 2¢(1 — 7). The integral becomes,

1
/mdl’u < |X(5)| < / (l—ru)kdru.

After integration this inequality over r, we will get,

(141,)! 7K (1—1,)! 7K
A VA S VA
(1+ru)1—2c(1—y) (1 _ru)l—Zc(l—}/)
1—-2c(1—7) 1—2c(1—7)

Hence the proof is complete. 0

<|x(s) < -

Theorem 3.3.9. Suppose ¥ (5) € C*[&, @]. Then x(s) maps |s| < ¢ onto a convex domain, where
a
0= (1—g@) [c [%] +(1—c)} for 1<@<&<1,c£0and0<a<1.

Proof. Suppose x(s) € C¥[€, @], So for any ¢(s) € P¥[&, @], we have

Lsy"(s) _
1+Exl—(5) = ¢(5)

Multiplying ¢ on both sides yields
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Lsy"(s) _
)
Adding 1 on both sides results in
157" (s)
Z =1 —
1+ 1) +cd(s) —rc,

1s5x"(s)

Re |1+ - = Re|l —cl.

e{ +c ) e[l+cd(s)—¢

As ¢(s) € PY[&, @], then by using Lemma( ), we will have
Lsy"(s) 1=8(ra)] el =&(m))*+ (1 —¢)(1 - @(ru))”
S R = e z |
Let ¢(1—¢(ru))* + (1 —¢)(1 = @(ru))* = b(ra). .
Then h(0) = 1 and h(1) = (1 — &) + (1 — ¢)(1 — @)% = (1 — @)® Hi;] +(1—c)]
So,Re[l—k%w} > 0 for |s| < ¢ where ¢ = (1—¢@)% [c [1:_5]“+<1_
0

2 (s)

positive root of the equation ¢(1 —&)* 4 (1 —¢)(1—¢)* =0. ]
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CHAPTER 4

ON NEW CLASSES OF Q-STARLIKE AND Q-CONVEX
JANOWSKI TYPE FUNCTIONS OF COMPLEX ORDER

4.1 Overview

In this chapter, we develop new subclasses of g-starlike and g-convex functions linked with
Janowski-type functions of complex order. These classes are constructed within the framework
of g-calculus, which extends classical analytic function theory by introducing the g-derivative
and allowing a more flexible geometric structure.

The move from the classical Janowski framework to its g-analogue is motivated by the richer
behaviour and broader generality offered by the deformation parameter q € (0,1). While the
classical theory is restricted to the standard derivative and continuous settings, the g-calculus
framework smoothly interpolates between discrete and continuous cases, recovering the classical
results as ¢ — 17. This leads to new coefficient interactions, sharper bounds, and geometric
features not present in the classical case. Moreover, because g-analogues naturally arise in
quantum calculus and discrete models, extending Janowski classes to the g-setting makes the
theory more relevant to modern analytic contexts.

Within this framework, we study fundamental properties of the proposed subclasses, including
inclusion relations, distortion bounds, coefficient estimates, and radii problems. We also examine
their behaviour under integral operators suited to g-calculus. The results obtained, generalise

earlier findings and provide deeper insights into the geometric behaviour of these g-analogues.
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4.2 Introduction and Preliminaries

Now, we define the following new classes of g-starlike and q-convex funcyion of complex
order. For following definitions and results, we consider -1 <@ <& <1,q€(0,1),0< a <1,

¢ # 0, c € € (€ is complex number) and s € © unless otherwise stated.

Definition 4.2.1. An analytic function y (s) belongs to the class &¢ [§, @] if and only if @ £0
and

: +1 {Equ(s)

p W_l] c P&, 0]

Equivalentely,

e {ren 1250 <125}

Special Cases:

i. For @ =1, ¢ =1 and taking q — 17, the class &¢[§, ¢] reduces to &[&, @],
See [27].

ii. For§ =1,¢0 = —1 the class &[S, @] becomes G4 ¢(c) and for g — 17, we get the class
S(a).

iii. For§ =1, =—1, =1, c=1 we get the class & introduced in [38] and taking g — 17,

we get the well known class G, see [39].

1
iv. For o = %, & =c, ¢ =0 the class & [&, 9] reduces to &g (c) and ¢ — 17 and ¢ = 1
leads us to the class &2 defined in [40]

Definition 4.2.2. A function ¥ (s) € 2 belongs to the class égfc[é , @] if and only if

L [Rlurte)

| ewie

cagol={reniy)|
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Special Cases:

i. Fora =1, ¢ =1 and taking q — 17, the class C’c‘l’fc[é,(p] reduces to C[€, @],

See [27].

ii. For& =1,¢ = —1 the class C‘gfc[é , @] becomes Cy () and for q — 1, we get the class
S (a).

iii. Foré =1, =—1, ¢ =1, ¢ =1 we get the class C‘q introduced in [38]and taking g — 17,

we get the well known class C, see [39].

4.3 Main Results

~ ~ o
Theorem 4.3.1. Suppose x(s) € C¢ [§, 9]. Then x(s) € Cc(y), where y = [%] for —1 <
p<i<1,0<a<l,and c#0.

Proof. Suppose x(s) € C’gft[é , @], so by definition ,

18Dq(Dgx(5)) _ s
< Dyr(s) BE, 0l
If ¢(s) € PX[E, @], then by definition of P*[&, @], we have:

1+§5]a

I+

o(s) < { 4.1

1+ o¢s

This implies that there exists an analytic function @(r,) with @(0) =0 and |w(s)| < 1, such that:

1+§a)(5)r’

1+ po(s) (4.2)

o) < |

Re¢(s) < Re [Mr

1+ oo(s)

Using geometric inequality from starlike function

re [L1500)] , 1-Clote)
I+ 90(s)| = T-plols)

G

)
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Thus,

Reg(s) > H{}%}a- (4.4)

o
This inequality shows that ¢ (s) € B(7y), where y = [%] :
Since ¢ (s) € PB(y), so by definition,

1 L [fRPurte)

c Dyx(s)

~ ~ [0
This means ¢(s) € Cc4(7). So x(s) € C¢\[E, @] with y = [%} . This concludes the

]G%W)

proof. ]

Corollary 4.3.1.1. For o = 1, x(s) € Cqc[€, 9]. Above Theorem 4.3.1 gives that ¥ (s) € Cq.¢(¢)
o
for ¢ = [%] .

1

Corollary 4.3.1.2. Put a = 1,& = ¢,c € (0,11, ¢ = 0. We get x(s) € C¢ (c),
.1 2
where Cg ¢(c) = {x eA: 1+ %quq((j)) <1 +c5}.
Using Theorem 4.3.1, we have x(s) € Cy.(¢), where ¢ = /T —c [40].

~ ~ o
Corollary 4.3.1.3. Put ¢ = 1 in Theorem 1.3, we have C¢'[&, @] C Cq(9), for ¢ = [%}
(04
Theorem 4.3.2. If x(s) € & [£, 9], then x(s) € & (y), where ¥y = [%} for—1< @<
E<land0<oa<1with#0.

Proof. Suppose x(s) € &7 [&, @], then
1 {5Dq x(s)
¢ x(s)

If ¢(s) € PY[&, @], it satisfies the subordination condition

l+§(5)r
1+¢(s)|

—1} & PUE 0]

o) < |
This implies that there exists an analytic function ®(r,) with @(0) =0 and |@(s)| < 1, such that:

1+§w(5)r,

1+ oo(s) (.5)

oe) < |

Re¢(s)«<Re{lit§E§fz]a.

1+ opo(s)

Using geometric inequality from starlike function
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e [L-5010)], 1-Cloe)

1+ oo(s 1—¢la(s)|’
R
Thus, .
Reo(s) > L:(ﬂ : (4.7)

o
This inequality shows that ¢ (s) € B(7y), where y = [%] .
Since ¢ (s) € ¢(7), so by definition,

1 [sD x(s)}
14— | 22242 ¢
; { 2o | €FW
So, x(s) € &¢[§, ¢] with y = [ 5} . This concludes the proof. O
Corollary 4.3.2.1. For oo = 1, Theorem 1.4 gives &4.¢[&, 9] C x(s) € Sq(9), for ¢ = %.

1

Corollary 4.3.2.2. Put a = 3,& = ¢,c € (0,11, ¢ = 0. We get x(s) € & (c),
1
where &7 ((c) = {% ceA:1+1 {59"(%) — 1] <V1+cs }
Using Theorem 4.3.2, we have x(s) € &4(¢), where ¢ = /1 —c [40].

Corollary 4.3.2.3. Put ¢ = 1 in Theorem 4.3.2, we have S%[€, 9] C &4(9), for ¢ = [ 5}

Theorem 4.3.3. If % (s) € &7 [, ] then with x(s) =s+ Y7 rans", fors €D, -1 <9 <5 <1,
O<a<1landc=#0. Thenforn>?2
(ca(& ~ 9D 1
([n]q —1)!
Proof. Suppose x(s) € Sq¢[£, ¢]. Then by definition
1me@
¢ x(s)
Consider ¢(s) =1 +% [E’D;(—igﬁ) - 1) = 1+ Y pans", where ¢(s) is analytic in ® with
¢(0)=1.

’ag’ < 4.8)

—Qem&ﬁwy

5+Z Jqans® = 5+Zansf l—l—icbns”].
n=2 n=1
5—|—Z n]qapst =5 1+Zcbnsf iaﬂsg 1+icbn5“] .
n=2 n=1
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5+Z qan57—5+2cbn 15 +Zan5 +
n=2 n=2

i 1] ans® —Zcbn 5% +Zans +

by comparing coefficients of 5

1M8

oo E*l

[gan = an+cby 14 Y, Y chian i
n=2i=0

[E]qaﬂ_aﬂ =cby—1+ Z Z chian_;.
n=2i=0

—1

([n]q —1) QZZZCban i s forby=1

n=2i=0
-
6,: chian—
[ﬂ]q -1 l;
|
|an| = W —1 Y Iellbillan-i- (4.9)
g i=1

As ¢(s) € BY[E, 9], so by using Lemma, we have |b;| < ca(§, @), forn > 1.
So, by using it in (4.9)

A B
03] < <4AZB) Z @ forn=3 (4.10)
q

Expanding |a;| and substituting values of |a;| and |a;|,

2 _
¥ ol = o+ ol < 14 SHE2)

As [3]g=1+g+¢*. Using values of [3] and |a;| in (4.22) we get,
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Forn=k%

cx
a < 6= 9) znw

Kl —

AsYEla| < ¥ %—_‘ﬂ)))f’l. where ([i]q—1)! = H’j_:ll ([j]q = 1). (Pochhammer notation)

co(& — Caé ?))i-1
= ; 1)

ca6—9) [, call—9) (ta(é—w))z+(ca(§—¢))3
—1

[1]y! 2! B

—~

(&)1 .
(I

|lax| <

Now forn =k+1

(S — @) (ca(E—@))  (cax(S—¢))3
— 1+ + +--
ol < ey | e e Bl
(ca( — o))k
el < g
Using Induction, we will get (4.8) and hence the proof is complete. [

Corollary 4.3.3.1. If we take § = 1,9 = —1,c =1,y € &J[1,—1] = §4(), then we have

200)n—
\aﬂ\gﬁ,forQZZ

(In]q —1)!
The bound is sharp for the function y = m [41]. Substituting ox = 1 in above, we will

get the coefficient bounds |a,| < n,n > 2 for the function } € &, with the extremal function
Corollary 4.3.3.2. If we take & = 1,¢ = —1, then ¥ € S, (¢). Further, (4.8) reduces to

—(2ca) orn
oal < (g, myp o7 122

Corollary 4.3.3.3. If « = 1,c = 1, then ¥ € G&4[&, ¢] and theorem (4.3.3) follows that

(5 (P)n 1 or
anl < (g — e =2
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Theorem 4.3.4. If (s) € C¢[§, @] then with Y (s) =5+ Yo pans® fors €D, -1 <@ <& <1,
O<a<1landc#0. Thenforn>?2

(4.11)

Proof. Since x(s) € CZ[&, @]. Then,

| 1sDu(Dax(s))

Dogls) S FUE9l

suppose [(s) = sDqx(s).
If x(s) = s+ Y o ans™ then I(s) =sDqx(5)) = s(1+ Lo [n]qans"™ N = s+ Yoo [n]qans™.
Then by theorem 4.3.3, the coefficients of /(s) (which are [n]qa, ) must satisfy

(co(§ —@))n-1

lan[n]q| < W= 1)! forn>2. (4.12)
g :
(COC(& B (P))n
|an - |[n]q] < 1
§ ([n]g—1
Dividing both sides by [n] we will get
lan| < (Ca(é(—)(l:))n_l ,forn>2.
n n)q

Hence the proof is complete. OJ

Corollary 4.3.4.1. For ¢ = 1 and x(s) € C{[£, @], the Theorem (4.3.4) gives

(& — @)n-1

< > 2.
|aﬂ| — (n)q! ,fOV n-=
Corollary 4.3.4.2. For a = 1 and y(s) € CZ[£, 9], the Theorem (4.3.4) gives
‘aQ‘SM . for n>2.
(n)q!
Corollary 4.3.4.3. If wetake { = 1,9 =—1,x € C“ [1,—1] = Cqc(a), then by (4.3.4) we have
(2ca)y
lag| < —,f orn>?2
" [n]q!

Theorem 4.3.5. Suppose x,l € C’gfc[é,(p] and 2 (s) = [5 [Dqx (¢ )] [Dyl(1)]" dyt,
with B +y = 1. Then #(s) € C (£, ¢].



Proof. Since (s) = [ [Dqx (1)) [Dgl(1)]" dyt,

Taking g-derivative on both sides, we will get

Dy (s) = (Dax (5))P (Dyi(s))".
Taking Ing on both sides,

Ing Dy (s) = Ing(Dgx(5))” (Dgl(5))?,
Ing Dg (5) = Blng(Dgx(s)) + vIng(Dgl(s)).

Applying logarithmic differentiation in g-calculus, we will get

Dy(s)  BDyx(s)  yDyl(s)

40

= . (4.13)
Dy (s)  Dgx(s)  Dyl(s)
As we know since x,l € ~gfc[§ , @], there exists functions p,p2 € B[S, @] such that,
15D2)c(5)
p1= )
¢ Dgx(s)
1 sD31(s)
=143
P D)
Multiply both sides of equation (4.13) with s
DA D; D21
a18) _ ﬂ x(s )+5y L <5). (4.14)
Dy(s) Dq%( 5) Dyl(s)
Subtracting 1 and replacing it with 8 + 7,
Dzjf s Dix D2l(s
(5) | _ Bixts) | wils) o s
DA (s) qu( s)  Dqlls)
Simplifying and multiplying by % on both sides,
DA D2k D2l
1 —(5)_1 :1[3 N q<5)_1 L q(5)—1 , (4.16)
¢ | DgI(s) ¢ | Dgk(s) ¢ | Dql(s)
Adding 1 on both sides
Dl D2k D2l
141 5c'—(ﬁ)—l = +1ﬁ : q(5)—1 e cl(5)—1 : (4.17)
¢ | DgI(s) ¢ | Dgk(s) ¢ | Dql(s)
As1=B+7,
1 [sD;. 7 (s) B | sD2k(s) y | sD2I(s)
il I RS AN ) L 9 —1|+4L 1 4.18
¢ | DgS(s) Par+ ¢ | Dgk(s) + ¢ | Dgl(s) ’ (4.18)
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1 5D§<%”(5) B 1 5Dé,%”(5) 1 5D§%”(5)
I+ Do) —1]_/3[1+E R —U i R 1|, 4.19)
1 [sDZ.A(s)
; Dq%(ﬁ) _1] :ﬁp1+yp2
Since p1,p2 € P&, ¢l. s0 Bp1 + yp2 € R[S, @] Thus,
5D§=%0(5) a
EDq%(ﬁ) Gm [év(p]
Hence 77 (s) € C‘gfc[é , 0] O

. o
Theorem 4.3.6. Suppose x(s) € Sq.[&, @] with s = rueﬁf and y = [%} , then we have the

following inequality

o0 ) Iu n\2 _ (1 _
exp, [<l—q>20”(2°“ e ”2‘<q“ru>]s|x<s>|

1+ (2e(1—79) — D(rgg™)?+ (1—7)2¢,, ,
< exp, [<l—q>n§0 R B e[ >] 20)
1+ 2(1—7) = 11?2 = (1 —7)%cry > 1+ (2e(1—7) = D(rag™)? = (1—7)2¢, ,
H yiu[l]—rf]( = “ (I_Q)nzo e 7)1_()riqnq>2) - @ rU)]
< |Dqf(s) <
— ) —1]r,2 — 2, i oo — ) — 1) (ryq™)? _
[1+[2(1 qu[ll]_ruz]ﬂl 1) ]eq (1_q)gol+<2c(l 7)1_1(1iqnq)2) (=2

4.21)

Proof. Since x(s) € G4[&,¢] then ¢(s) = 1-|-% [ﬁi;;‘é)(s) — 1] Where ¢(s) € B[, 9] C

o(y),y= [%} ¢ . As ¢(s) € ¢(7y) there exists ¢ € P such that

¢(s)=(1=p)p1+7y

by — ¢(s)—y
(1=7)
p1(s) € PBq(7y) can be written as
1412 21y




¢(s)—y 1 +r,° 2ry
(1—y) 1-r2] " 1-r1,2
Multiplying by (1 — 7¥) on both sides
¢(s)—y 1412 2ry
_ _ _ <(1—
’(1 7) 17 e U s

(1-p(+n?)|_ (1-7)2n
<
1—r,2 = 1—r2

(1-1)(9(s) —7) —

(1-r?)(@(s) =1 - (1=n(+n’)| _ (1-72n

1 —r,2 ~ 1-—r,2
¢(s)(1 —r®) —y(1 —r®) — (1 =y (1 +1.?) < 0=V

1 —r,2 — 1—r,2
¢(5)(1_ru2)_'}'+ru27_l_ru2+7’+'}’ru2) < (1—}/)21‘[1

1 —r1,2 — 1—r,2

¢(5)(1_ru2)_1_ru2+27ru2) < (1—7)2ry
1 —r,2 = 1-r12

O(s5)(1 —r1,2) —1—12(c1 =27)| _ (1—7y)2r,
<
1 —r1,2 — 1—r,2

'¢<5> C I4r(cl=2y) ' L (d=72n

1 —r,2 = 1-r2
L+ (1 =2p)r2|  (1—7y)2r,
‘(p(s) 1 —r,2 = 11,2

Replacing ¢ (s) with its value we will get

— 2 —

1+1 sDqx(5) 4] 1+ (1-29)r, < (1 —9)2ry

c| x(s) 1 —ry? 1 —r,2

Multiplying both sides by b to get
— 2 —

- sDqx(5) ] ¢+ (1 —27)ery < (1 —7)2cry

x(s) 1—r,2 1 —r,2

— 2 —
sDqx(s) e ¢+ (1 —=2y)ery < (1 —7)2cry
x(s) 1 —r,? 1—r,?

42

(4.22)
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sDgx(s)  Fe—er® — 1412 —c+ (1 =2y)er,’ (=72
x(s) 1—r,2 = 1-r,?
Simplifying this we will get
$Dgx(s) 1+Qc(1—y)—r?| _ (1-7)2m,
x(s) 1—r,2 R e

(1—17)2ecry, R sDqx(s) 1+ (2c(1—7p)—)r,? _ (1=7)2ery

l—r2 — x(5) 1 —r,2 - 1-r12
T4+ 2e(1=y) = = (1= 9)2era _  89q%(5) _ 1+ (2c(1 —y) = Dre’ + (1 - y)2ery
1 —ry2 - x(s) — 1 —ry2 '
(4.23)
We know that
sDqx(s)
RS — v, o, 1(5)

14+ (2¢(1 =) — Dry? — (1 —7)2cry 14 (2¢(1—7y) — D2+ (1 —7)2er

ro(1 —r1y2) Tu alX (81 = ry(1 —r1,2)
(4.24)

Integrate with respect to r,

ST+ (2¢(1—y)— Dr2 + (1 —79)2er,

/5 14+ (2¢(1—79) — Dy — (1 —7)2cry
0

L <1 <
Tt dota < loga ()] < |

ro(1 —r1y2)
(4.25)

Applying g-integeration on (4.25) gives,
0 i 1+ (2c(1 —y) = D(rq")* = (1 =9)2¢
n=0 1_(ruqn)2
= 14 (2¢(1—7) — 1)(rag™)? + (1 —7)2¢
<1-9Y 21—y - Drg")"+(1-7)

n=0 1- (ruqn)Z

(1- (q"c) < logqlx(s)]

)(q"t). (4.26)

Using g-exponential on(4.26),

oo _ _ ra” 2 _ _
expy [(1 e m%q“v)] < expy llogq|1(6)]]
n=0 1 (I‘uq )
o _ _ Iu n\2 __ _
exp, [(1 gy ”zcm%)] <I2(6)

i 14+ (2¢(1—7)— 1)(ruqn)2+(1_7’)2c)(q“t)] . (4.28)

< €xXpyq [(1 _Q> ~ 1— (ruqn)Z

dgry.
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Using the above inequality in (4.23)

1201y — 1 — (1) (1—g) i 1+(2c(1—y)—l)(ruq”)z—(l—y)Zc( . )]

Iy [1 — ruz] 1 n=0 1— (ruqn)2 T
<[Dqf(s)] <
[+R(1=p) =12+ (1 —p?r] | o L+ (2e(1—9) — 1)(rug")* + (1 - 9)2¢
ru[l _ru2] q (l_q) ZO 1 _(ruqn)2 )(qnt
Hence the proof is complete. ]

~ . (04
Theorem 4.3.7. Suppose x(s) € C{'[§, ¢] with 5 = re'® and y = [%} , then we have the

following inequality

> I'y n ] 3 Tu "
expq | 2¢(y— 1)(1—61)2 1_|_fqn < |Dqx(s)] < expq [2‘7(7_ 1)(1_61)2 l_fqn :
=0 u n=0 u
L - (4.30)
[ = Iug” ] o uq"
expq |2¢(y— 1)(1—q)z T rog" ry < |x(s)| < expq |2¢(y— 1)(1—Q)Z 1 —1uq" Ty-
n=0 u n=0 u
L - (4.31)

Proof. Since x(s) € C% [, ¢] then ¢(s) = 1+ 1 [&i%é)(—s” - 1]. Where ¢(s) € R [€, ] C
o(y),y= [%} ¢ . As ¢(s) € Py (y) there exists ¢ € P, such that

¢(s)=1-yp1+7y

p1(s) € (y) can be written as

1 41,2 2ry
P1—= 2| = 2
1—ry 1—ry
By (4.22) we can write,
L+ (1=2p)r2|  (1—7y)2r,
‘(p(s) 1 —r1,2 — 1—-r,2

Replacing ¢ (s) with its value we will get

(1 — Y)Zru

<
= 1-—r2

1[sD4(Dgx(s)] 1+ (1-29)r,2
+E{ 23q%q(ﬁ) }_ 1—r?

By simplifying this we will get
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1-r2 = Dqxl(s) I —ry? 1 —r,?
(2¢(y—Dry < 5D3(Dgx(s)) < (2¢(1 = Y)ru
(1+r,) — :Dq%(ﬁ) T (1)
We know that
5Dq(Dqx(s)) J
Re——9\=aA ")) _ =1
e qu<5) I aru 0gq|®q%(5)‘
(2¢(y— Dry J 2¢(1 = y)ry
—_— < — < —. .
ru(l—l—ru) = arulogCI|®q%( )| (l—ru)ru (4 32)
Integrate with respect to ry
s 2¢(1—7) $2¢(1-7y)
= U9, < <[ =YD, 4.
/ Ty O < logs [Dqx(s)] < | o (4.33)
2= 1)(1-q) ¥ 2 < logg|Dx(s)] < ~2c(y DN
n=0 u n= —rI q

< expy[logg|Dqx(s)|]

exp, lzcw— -0 Y
n=0 u

< expy

—2c(7—1)(1—Q)i ug” ] (4.34)

n=0 - Tuq

oo

exp, lzcw—l)(l—q) y

n=0 1 +ruq n=0 1-— Iyq

< Dy(s)| < exp, lzcw— Di-q) Y —q] .

Hence we got (4.30). Integrate over r, where |s| =1,

Ky, <|®
Y | Dal < [20(o)

[ ew, lzcw—l)(l—q) y

oo

s/oﬁequ [247—1)(1 —q) ), L "

n=0 1 +1ug

Dy(r). (4.35)

After integrating (4.34), the inequality will become,

[eS]

rug”
exp, lzcw—l)(l—q) y
n=0 u

) Iy n
< 1209)] < expg lzcw— Ni-9 Y 1—q] n
n—0 + —Tuq

Hence the proof is complete. OJ
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Theorem 4.3.8. Suppose x(s) € C‘gfc[é,(p]. Then x(s) maps |s| < ¢ onto a convex domain,
(04
where ¢ = (1 — )2 [c [%} +(l—c)] for 1<@<&<1,c£0and0< < 1.

Proof. Suppose x(s) € C’gfc[ﬁ ,®],So for any ¢ (s) € P*[&, ], we have,

1sD3x(s)
¢ Dqx(s)

=0(s).

Multiplying b on both sides yields,

1sDgx(s)
¢ Dgx(s) B

1sD3x(s)
¢ Dax(s s)

Adding 1 on both sides results in,

As ¢(s) € P*[&, @], then by using Lemma(3.2.2), we will have

15D2x(s) 1=&(ra)] el =8@m)*+ (1 —c)(1 = @(ry))”
Re[”c%x()]21“’{1—¢<ru>] = (1= o) |

Let ¢(1 —&(ra))* + (1 —¢)(1 — @(ra))* = b(ru).
Then h(0) =1 and h(1) = (1 —&)% + (1 —¢)(1 — @)% = (1 — @)® H%} +(1—c)]
So, Re [1+ 1:Dgx(s )} > 0 for |s| < ¢ where ¢ = (1 — @) [c [L;i]aju(l —c)] It is the

¢ Dqx(s) 0
least positive root of the equation ¢(1 —&)* + (1 —¢)(1—¢)* =0. ]

This chapter introduced new classes of strongly Janowski-type functions of complex order
and established their key geometric properties, including growth results, distortion bounds,
coefficient estimates, and the radius of convexity. Their behaviour under suitable integral
operators was also examined. The findings extend the classical Janowski framework and show
how the g-calculus setting provides broader generalisations and deeper geometric insight through

rigorous analytical proofs.
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CHAPTER 5

CONCLUSION

This thesis explores the inclusion properties, coefficient bounds, some integral properties,
distortion theorem, and radius of convexity for analytic, univalent, and normalized functions
in the open unit disk. This study examines the fundamentals of Geometric Function Theory
and g-calculus, including the application of the g-derivative and integral operator to analytic
functions. We provide a new family of g-starlike and convex functions of Janowski type function
of complex order using the g-difference operator.

This study investigated the g-starlike and g-convex classes, which correspond to the Janowski
starlike &[&, @] and convex C‘Cﬁ [E, @] classes of complex order, and their g-extension. Khalil
Ahmad, Khudija BiBi, and M. Sajjad Shabbir established these classical Janowski classes, and
this research extends them using g-calculus principles. The classes & (€, ¢] and C’g &, 0]
represent g-starlike and convex functions of Janowski type functions of complex order. The g-
difference operator is used to introduce these classes, which are then investigated using geometric
approaches.

The significant aspects of the recently discovered functions, including inclusion character-
istics, distortion theorems, coefficient limits, and radius of convexity, have been thoroughly
analyzed. Additionally, the analytic characteristics of these classes under certain integral op-
erators have been explored. Our newly developed class is more advanced and comprehensive,
offering refinement compared to the existing ones.

In comparison with previous works, Ahmad et al. established Janowski starlike and convex

functions of complex order without considering the g-calculus framework. Our research extends
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these classical results by introducing g-starlike and g-convex analogues using the g-difference
operator. This extension enables the derivation of more generalized coefficient bounds, inclusion
relations, distortion estimates, and radius of convexity within the g-calculus context. By taking
the limit g — 1, the classical Janowski results are recovered, demonstrating that our work not
only preserves but also significantly broadens the applicability and geometric insight of the
original framework.

The conclusions improve upon previously established theorems and validate the results
through the q — 1 limit, which reproduces known classical results. This work aims to make
significant contributions to Geometric Function Theory and lay the groundwork for future

advancements and breakthroughs.

5.1 Future work

This chapter introduced new classes of strongly Janowski-type functions of complex order
and established their key geometric properties, including growth results, distortion bounds,
coefficient estimates, and the radius of convexity. Their behaviour under suitable integral
operators was also examined. The findings extend the classical Janowski framework and show
how the g-calculus setting provides broader generalisations and deeper geometric insight through
rigorous analytical proofs.

Building on these results, future work may include extending these classes using other
g-differential or g-integral operators to uncover additional geometric structures unique to the
g-setting. Further investigation of extremal problems, convolution properties, or subordination
conditions could also address open questions in ¢-geometric function theory. Since g-analogues
naturally appear in quantum calculus, combinatorial models, and areas of mathematical physics
involving discrete or deformed structures, such extensions may lead to meaningful applications in
the study of special functions, quantum groups, and discrete dynamical systems. These directions
provide a promising pathway for advancing both the theoretical depth and the applied relevance

of g-geometric function theory.
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