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ABSTRACT 

 
ALGORITHM DEVELOPMENT FOR IMPROVING CYBER THREAT 

INTELLIGENCE AGAINST ONION SERVICE 
 

Web applications are widely used in various business domains due to their 

affordability and platform independence. Billions of users rely on these applications to 

perform daily tasks. Cybersecurity is safeguarding computer systems, networks, and data 

from unauthorized access, theft, and other malicious attacks. The Tor network allows users 

to host anonymous websites known as onion services, or torch hidden services. This helps 

to conceal the IP addresses of the server and the client, making it difficult for third parties 

to intercept or monitor the conversation. There is a noticeable rise in the variety of onion 

services with illicit and criminal intent on the dark web. In recent years, attackers spread 

malware through images by embedding malicious code, tricking users into downloading 

harmful files, and exploiting image-related vulnerabilities. Identifying and neutralizing 

these threats involves various strategies, but automated malware generation techniques 

continue to produce malware that resists current detection technologies. It presents unique 

challenges for cyber threat intelligence, including the increasing difficulty of cyber threats 

targeting them. There is a greater need for sophisticated and precise malware classification 

and detection methods. This study presents a novel approach to malware image 

classification by employing a convolutional neural network. The results demonstrate a 

significant accuracy of 96% on the malware image collection. Various metrics such as 

precision, recall, specificity, and F1 score were employed to evaluate the model's 

performance. The experiment findings demonstrate the effectiveness of the suggested 

approach as a reliable technique for detecting malware through images. It enhances 

detection, analysis, and attribution capabilities, optimizing resource allocation and 

informing effective mitigation strategies for complex threats within the Tor network. The 

study illustrates how deep learning frameworks can reduce the likelihood of malware 

attacks.
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CHAPTER 1  

 
 

INTRODUCTION 
 
 

This chapter gives an overview of the research topic, research questions, and their 

objectives. It outlines the contributions and significance of the study and the context within 

which the research is situated. This sets the stage for the detailed exploration of the subject 

matter and highlights the broader implications of the research. 

1.1 Context 

Human civilization has transitioned into the information age due to the expansion of the 

Internet and other cyberspace technologies. These technologies now cater to everyday needs, 

including social media, transportation, and utilities. Because of the accessibility of dependable 

infrastructures like cloud storage, affordable platforms, and a sizable target market, the majority 

of enterprises moved online. Nevertheless, several cyber threats, including malware, spam, 

phishing, financial fraud, etc., can be found on the Internet. Although there are many advantages 

to these developments, they are also susceptible to malevolent exploitation because everyone 

relies on them. A malicious website contains potentially hazardous content, such as malware or 

phishing assaults that infect users' smart devices with malware without requiring them to engage 

with the website through clicks or downloads. To identify and neutralize cyber risks, the area 

of Cyber Threat Intelligence (CTI) employs data-driven methods and methodical analysis of 

large files, binary events, and Open-Source Intelligence (OSINT). Artificial intelligence (AI) 

has advanced recently to the point that most cyber threats can now be identified with little 

assistance from humans, improving cybersecurity and lowering the possibility of human error 

[1]. Even with the advances in cyber security, threats that originate from and persist within the dark web 

continue to provide persistent issues. These difficulties result from the intricacy of the technology 

involved as well as the lack of extensive study and investigation into the interpretability of AI models 

used to assess dangers on the dark web [2,3]. 
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1.2 Problem Statement 

The onion service environment presents unique challenges for cyber threat intelligence, 

including the anonymized nature of the services and the increasing difficulty of cyber threats 

targeting them [4]. A malware detection system should be created by looking into the potential  

of static features utilizing function engineering techniques to improve feature identification and 

more precisely identify malware using deep learning algorithms [5]. The accuracy of cyber 

threat intelligence in the area of cyber security still has to be improved. 
 

1.3 Research Questions 

The research questions are as follows. 

RQ 1: What are the specific techniques to improve the cyber threat intelligence to detect 

malware attacks in the onion service? 

RQ 2: How accurate is the algorithm developed for detecting malware attacks in the 

onion service? 

1.4 Research Objectives 

The research objectives are as follows. 

Obj 1: To identify the various techniques that can improve the accuracy of cyber 

threats to detect malware attacks. 

Obj 2: To evaluate the accuracy of the algorithm in identifying different types of 

cyber threats in Onion services. 

 
 

1.5 Motivation 

The motivation behind algorithm development for improving cyber threat intelligence 

against Onion services stems from the increasing complexity and sophistication of cyber threats 

within the dark web. Onion services, facilitated by networks like Tor, provide anonymity and 

encryption, making them a preferred platform for illicit activities such as cybercrime, terrorism, 

and trafficking of illegal goods and services. In recent years, attackers used malicious images 

to spread malware by embedding code within images, tricking users into downloading harmful 

files, and exploiting image-related vulnerabilities. Attackers can disguise malware as image files 

by using double extensions (e.g., photo.jpg.exe) or by embedding malicious code within an 
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image file that exploits certain vulnerabilities in the image processing software. Users might be 

tricked into executing these files, thinking they are harmless images. By embedding malicious 

code within images or using images in unconventional ways, attackers can evade traditional 

security mechanisms that rely on signature-based detection. This obfuscation makes it harder 

for antivirus software to detect the malware. Various strategies exist to identify and neutralize 

such threats, but modern automated malware generation techniques keep producing malware 

that resists current detection technologies. Traditional cyber security measures often struggle to 

detect these threats 
 

effectively due to the inherent challenges posed by the dark web's anonymity and encryption 

layers. To address this pressing issue, the development of advanced algorithms for cyber threat 

intelligence is crucial. These algorithms are designed to enhance the detection, analysis, and 

response capabilities of cybersecurity professionals and organizations operating in this space. 

1.6 Scope of Study 

The study aims to develop advanced algorithms to improve cyber threat intelligence for 

Onion services, focusing on a range of objectives, methodologies, and outcomes. It involves the 

comprehensive collection, processing, and analysis of data to create these sophisticated 

algorithms. By leveraging advanced techniques like machine learning, deep learning, and 

statistical analysis, the study seeks to enhance the detection, monitoring, and reporting of cyber 

threats within these obscured networks. The use of machine learning enables the model to learn 

from large datasets and improve over time. Deep learning, a subset of machine learning, provides 

the ability to identify complex patterns and anomalies that traditional methods might miss. 

Statistical analysis helps in understanding the data distributions and relationships, aiding in the 

accuracy of threat detection. The ultimate goal is to bolster the safety and security of the digital 

environment, making it more resilient against cyber-attacks. This research not only aims to 

address current threats but also anticipates future challenges, ensuring that the solutions remain 

robust and effective. By focusing on Onion services, which are known for their anonymity and 

encryption, the study tackles some of the most challenging aspects of cybersecurity. The 

outcomes of this research are expected to provide valuable insights and tools for cybersecurity 

professionals, helping them protect sensitive information and maintain the integrity of networks. 
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1.7 Contribution and Significance. 

This research aims to advance cybersecurity strategies and solutions for Onion services 

by enhancing the accuracy of existing models and exploring new techniques. It seeks to provide 

practical guidance and recommendations to cybersecurity professionals and organizations. The 

goal is to optimize cyber threat intelligence capabilities effectively, ensuring robust protection 

against emerging threats. By refining current methodologies and investigating innovative 

approaches, this study will contribute to the field of cybersecurity. Ultimately, it aspires to 

empower organizations with improved tools and strategies, fostering a safer digital environment 

for Onion services and beyond. 
 

1.8 Thesis Structure 

Providing an overview of the internet, its layers, attacks, viruses, forms of attacks, the 

Tor browser, onion services, cyber threat intelligence, and a review of prior research-based 

predictions, Chapter 1 serves as an introduction. It describes the problem statement, the extent 

of the thesis, and the foundation for accuracy in cyber threat intelligence, and lays the 

groundwork for the following chapters. The themes mentioned in Chapter 1 are expanded upon 

in Chapter 2. In the literature review, the most important literature is analyzed to find out what 

has already been studied and where new research can be done. In Chapter 3, important concepts 

and methodologies are integrated into a logical framework that will be used for the entire study. 

This chapter includes information about the dataset, the methodology, the results, and the tools 

and technologies utilized to produce the desired results. A thorough examination of the study's 

findings is provided in Chapter 4, which also covers the analysis techniques used and 

highlights important discoveries and results. The research findings and their ramifications are 

thoroughly explained in this chapter. The thesis is concluded in Chapter 5, which provides a 

summary of the key discoveries made during the investigation and recommendations for further 

research. It presents an analysis of the study process and suggests additional areas of 

investigation. 

 

 

 

 



                                                                                                                                                                      5 
 

1.9 Summary 

The chapter outlines the problem statement, addressing the limitations of CTI accuracy 

and the necessity for improved strategies. It poses research questions on enhancing cyber threat 

intelligence. The research objectives aim to develop advanced algorithms. Motivated by the 

increasing sophistication of cyber threats in hidden networks, the study's scope encompasses 

data collection, analysis, and the development of predictive models. The thesis structure 

includes subsequent chapters expanding on concepts introduced, integrating methodologies, 

presenting findings, and concluding with recommendations for future research. 
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CHAPTER 2  

 
 

LITERATURE REVIEW 
 
 

This chapter will provide an in-depth review of the background relevant to the research 

study, exploring existing literature on the internet, its layers, cybersecurity, various cyber-

attacks, types of malwares, Onion Services, Tor browser, and related technologies used in 

detecting malware attacks. 

2.1 Internet 

The Internet is a global network of interconnected computer systems that exchange data 

using the Internet protocol suite (TCP/IP). This extensive network spans local to global scales 

and consists of networks from the public, corporate, academic, government, and private sectors. 

Several networking technologies, including electrical, wireless, and optical connections, link 

different networks. The Internet offers various information resources and services, such as 

email, phone calls, file sharing, and interconnected hypertext sites and applications through the 

World Wide Web (WWW). 

In the early 1990s, the National Science Foundation Network (NSFNET) was 

established as a new backbone, with private financing supporting commercial extensions. This 

encouraged the development of new networking technologies and the integration of numerous 

networks using DARPA's Internet protocol suite. This era also saw the emergence of the World 

Wide Web and the connecting of business networks and organizations, marking the arrival of 

the modern Internet. 

The exponential growth of personal, institutional, and mobile computers connected to 

the network marked a significant era. During the 1980s, the Internet was primarily used by 

academics for research and communication. Over time, the technologies and services associated 

with the Internet became commercialized. This commercialization transformed the Internet into 

a vital component of modern life, impacting almost every aspect of daily activities, from 

communication and education to business and entertainment. The widespread adoption and 

integration of Internet technologies have made them essential tools for individuals and 
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organizations alike. [6]. 

The Internet has changed and replaced many traditional communication channels like 

phone, radio, television, mail, and newspapers. New services such as email, Internet phone, 

Internet TV, online music, digital newspapers, and video streaming websites have become more 

popular. Books, newspapers, and other printed media have adapted by becoming web feeds, blogs, 

and online news aggregators, or by integrating website technologies. 
 

Social networking sites and online forums are examples of new kinds of interpersonal 

communication that have been made possible and expedited by instant messaging. Major 

merchants, small businesses, and entrepreneurs have come to love Internet shopping. It allows 

them to operate purely online or grow their physical presence to attract a wider audience. 

Furthermore, supply chains throughout whole industries have been greatly impacted by internet 

banking and business-to-business services. 

Since no single body is in charge of overseeing the application of technology or setting 

rules for access and usage, each network component on the Internet establishes its policies. The 

two main namespaces on the Internet are the Domain Name System (DNS) and the Internet 

Protocol (IP) address space, which are overseen by the Internet Corporation for Assigned Names 

and Numbers (ICANN). The technical underpinnings and standardization of the core protocols 

are overseen by the nonprofit Internet Engineering Task Force (IETF), which is composed of 

internationally dispersed contributors. The IETF's efforts are open to participation by anyone 

with technical expertise [7]. 

2.1.1 Internet Layers 

The internet is structured into distinct layers, each characterized by its accessibility and 
functionality. 

Surface Web 

The surface web refers to the part of the internet that is readily accessible to everyone 

and can be easily searched using common web search engines like Google or Bing. It includes 

all the websites and pages that are indexed by these search engines, which means they are 

organized and listed in search results when users perform queries. 

However, the surface web only represents about 7% of the total content available online. 

The remaining 93% of the internet consists of areas that are not indexed by search engines. 
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These areas include private databases, subscription-only content, and other resources that 

require special access or are not intended for public search. Essentially, while the surface web 

offers a broad range of information, it is only a small fraction of the entire digital landscape [8]. 

Deep Web 

The "deep web" refers to the part of the internet that traditional search engines don't index. 

To access deep websites, you typically need to use direct URLs or IP addresses. Additionally, 

some 
 

deep websites may require passwords or other security credentials to view their content.[9]. 

Deep websites have multiple uses, including webmail, online banking, cloud storage, social 

media pages and profiles with restricted access, and web forums where content must be 

registered to see. The deep web also includes some online newspapers and magazines and 

subscription-based services like video on demand [10]. 

Dark Web 

The term "dark web" refers to Internet content accessible through overlay networks, or 

"darknets," requiring specific software, configurations, or authorization. Private computer 

networks can conduct anonymous exchanges and transactions via the dark web without 

disclosing personally identifiable information, like a user's location. It's crucial to remember that, 

even though the term "deep web" is occasionally misapplied to refer only to the dark web, the 

deep web refers to the portion of the internet that search engines have not yet indexed [11]. The 

dark web consists of a variety of private and public organizations that govern darknets. These 

darknets can range from small peer-to-peer networks to well-known ones like Freenet, Tor, I2P, 

and Riffle. The traditional internet is also known as the Clearnet because it lacks encryption 

unlike the dark web, which is encrypted. The Tor dark web, also known as onion land, operates 

under the network's top-level domain suffix .onion, using onion routing traffic anonymization 

technology. 
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Figure 2.1: Layers of Internet [7] 
 
 
 

2.2 Internet Security 

Information technology security (IT security), also referred to as computer security, 

cyber security, or digital security, involves protecting computer systems and networks from 

unauthorized access and malicious attacks. The goal is to prevent theft or damage to hardware, 

software, and data, as well as the exposure of confidential information and disruption of services 

[12]. The importance of this topic is underscored by the growing reliance on computers, the 

Internet, and wireless network technologies like Bluetooth and Wi-Fi. This significance is 

further augmented by the widespread use of smart devices, such as smartphones, televisions, and 

other gadgets that constitute the Internet of Things (IoT). Cybersecurity is a major concern in 

the modern world due to the intricate nature of information systems and their impact on society. 

Vital systems like power distribution, elections, and finance, which oversee extensive networks 

with significant physical implications, require heightened security measures [13]. 

Untargeted cyberattacks present a significant risk to everyday internet users because 

they are not aimed at any specific individual or organization. Instead, attackers cast a wide net, 

indiscriminately targeting a large number of devices, services, or users. They exploit the 

inherent openness of the Internet, which allows them to reach a broad audience without needing 

to tailor their attack to particular targets. 
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This type of attack can involve methods such as sending malware through email spam, 

exploiting security vulnerabilities in commonly used software, or using bots to perform 

distributed denial-of-service (DDoS) attacks. The goal is to compromise as many systems as 

possible, often leading to widespread damage or data breaches. Because the attack is not 

directed at any specific entity, it increases the likelihood of impacting a large number of people 

and systems, making it a significant threat to general internet security. 

Chaudhary et al. [14] address the need for effective metrics to evaluate the effectiveness 

of cybersecurity awareness (CSA) programs. Despite organizational investments in CSA, there 

is often a lack of evaluation, leading to a limited understanding of program efficacy. This 

knowledge gap may result in wasted resources and a false sense of security. The goal is to assist 

organizations in improving their CSA programs and, consequently, enhancing their overall 

cybersecurity posture. They discussed existing literature that included simulated attacks as a 

method to evaluate CSA 
 

program effectiveness. The results provide valuable insights for organizations seeking to 

enhance their CSA programs. 

2.3 Cyber Attack 

A cyber-attack, also known as a cyberattack, encompasses any offensive action aimed 

at computer networks, infrastructures, personal computers, cell phones, or computer 

information systems. An attacker, whether an individual or entity, seeks unauthorized access to 

data, features, or restricted areas of the system, often with malicious intent. Depending on the 

circumstances, cyberattacks may be classified as cyberterrorism or cyberwarfare. These attacks 

can be initiated by anonymous sources and may involve sovereign states, individuals, groups, 

societies, or organizations. Occasionally, the term "cyber-weapon" is used to describe tools 

aiding in cyberattacks. In recent years, there has been a notable increase in cyberattacks, with 

distributed denial of service (DDoS) attacks being a prominent example [15]. 

A cyberattack can occur by gaining unauthorized access to a private network or another 

vulnerable system, allowing the attacker to exploit, alter, or potentially destroy a specific target. 

There are various types of cyberattacks, ranging from installing spyware on a user's computer 

to attempting to disrupt an entire country's infrastructure. To differentiate the word from more 

commonplace data breaches and more widespread hacking activities, legal experts are working 

to restrict its use to situations in which physical harm is sustained. 
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2.3.1 Types of Cyber Attacks 

In cybersecurity, attacks are often classified into two main types: active attacks and 

passive attacks, each with distinct characteristics and impacts on system resources. 

An active attack involves actions that modify or disrupt the normal operation of system 

resources. The attacker actively interferes with the system to alter, damage, or manipulate data 

or services. The primary goal of an active attack is to cause immediate and noticeable 

disruptions or harm, impacting the integrity, availability, or functionality of the system [15]. 

A passive attack, on the other hand, focuses on accessing or obtaining system 

information without affecting the system's normal operation. This type of attack is stealthier and 

less likely to be detected, as it does not alter data or services but simply monitors or collects 

information. 

The primary goal of a passive attack is to gather sensitive information or intelligence 

while remaining undetected, which can later be used for further attacks or unauthorized access 

[15]. An attack can be committed by an insider or from outside the organization. 

 
An "inside attack" refers to an attack initiated by an individual within the security 

perimeter, known as an "insider." This means that the individual has authorized access to system 

resources but is using them in a manner that was not permitted by the authorizing party. 

An "outside attack" is initiated by an unauthorized or illegitimate system user (an 

"outsider") from outside the perimeter. Potential outside attackers on the internet can range 

from inexperienced practical jokers to hostile governments, multinational terrorist 

organizations, and organized crime [15]. 
 

 
 

Figure 2.2: Type of Cyber Attack [16] 
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When an attack aims to modify system resources or interfere with their functionality, it 

can be considered active and jeopardize availability or integrity. A "passive attack" jeopardizes 

confidentiality since it tries to obtain or utilize information from the system without affecting 

system resources. 

A threat refers to the possibility of a security breach. It can be any situation, ability, 

action, or occurrence that has the potential to compromise security and result in harm. In simple 

terms, a threat is a potential harm that could exploit a weakness. A threat may be "accidental" 

(e.g., a 
 

computer malfunction or the risk of a natural disaster like an earthquake, fire, or tornado) or 

"intentional" (e.g., perpetrated by an individual or a criminal organization) [15]. 

Physical attacks include things like computer theft and equipment damage. Others 

involve attempting to compel modifications to the logic employed by computers or network 

protocols to produce outcomes that were not intended by the original creator but were 

advantageous to the attacker. Malware is software that is used to attack computers logically. 

Abinesh Kamal and Divya [16] describe the escalating threat landscape of cyberattacks 

and emphasize the critical need for organizations to establish robust security operations. The 

central focus is on integrating threat intelligence into security operations and leveraging 

machine learning techniques for precise threat analysis. The authors propose an integrated threat 

intelligence platform, emphasizing precision and reliability in threat analysis. The success of the 

platform is evaluated through comprehensive performance metrics, highlighting its potential to 

enhance security operations within organizations. 

Beckerman [17] explores the discourse surrounding the potential risks of cyberattacks 

triggering a conventional war between states, focusing on the concept of a cyber-security 

dilemma. The author, Carly E Beckerman, aims to critically evaluate this dilemma, challenging 

existing notions and assessing the likelihood of unchecked escalation from state-led cyber 

competition to kinetic warfare. The study emphasizes the importance of understanding how 

cyber warfare may unexpectedly provoke escalation, not adequately addressed by current 

escalation models. Findings and conclusions are derived from a thorough analysis of existing 

literature, theoretical frameworks, and case studies, offering insights into the cybersecurity 

dilemma. 
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Al-Hawawreh and Moustafa [18] address the escalating threat of cyber-physical attacks 

in Industrial Internet of Things (IIoT) systems, emphasizing the potential for physical damage 

and human safety risks. Key issues include the lack of attack intelligence for physical processes, 

the complexity of cyber-physical attacks, and the need for real-time explanations. The authors 

propose an attack intelligence framework leveraging artificial intelligence, machine learning, 

deep learning, and Explainable AI (XAI) to identify and understand cyber-physical attacks, 

providing actionable insights for security analysts. 
 

Table 2.1: Literature Related to Cyber Attacks 
 

Sr. 
no 

Author Features Methods/ Algorithm Remarks 

01. Kamal & 

Divya [16] 

Robust security 
operations, 
precise threat 
analysis 

Leveraging 
machine learning, 
the UNSW- NB15 
dataset 

Enhancing security 

operations within 

organizations 

02. Beckerman 
[17] 

Escalation of 
state-led cyber 
competition to 
kinetic warfare, 
focusing cyber- 
security dilemma. 

Multi-level 
Neoclassical 
Realist (NCR) 
framework 

Multi-faceted escalation 
cyber warfare, Adapts 
the European Literacy 
Policy Network’s 
(ELINET) 

03. Al-Hawawreh 
and Moustafa 
[18] 

Cyber-physical 
attacks in IIoT 

XAI-based 
module, LSTM, 
and DNN 
models 

Identify indicators, 
distinguishing attack 
types. 

04. Wang et al. 
[19] 

Detecting Return- 
Oriented 
Programming 
(ROP) attacks, 
trade-off between 
cost and security. 

CNN-based 
ROP detection 
model. 

Reduction in false 
positive detection rate 

05 Tongkacho 
k et al. [20] 

The efficiency of 
traditional security 
solutions, detecting 
unpredictable 
cyber-attacks. 

Leveraging 
machine 
learning, create 
autonomous 
and intelligent 
security 
systems 

Bypass security 
protocols and social 
networks combined to 
anticipate potential 
assaults on specific 
organizations. 
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Wang et al. [19] address the scalability issue of deep learning-based approaches in 

cybersecurity, particularly in detecting Return-Oriented Programming (ROP) attacks. The key 

challenges involve the impact of imbalanced datasets on model performance, the trade-off 

between cost and security, and biased models due to the large number of positive samples 

compared to negative samples. The authors propose using transfer learning to enhance the 

effectiveness, scalability, and practicality of deep learning approaches in real-world scenarios. 

The authors conducted evaluation experiments to test the proposed method. Results demonstrate 

the reduction in false positives through the proposed approach. Analyzing the trade-off on the 

detection rate, indicating the practical application of the method. 

Tongkachok et al. [20] address the inefficiency of traditional security solutions in 

detecting new and unpredictable cyber-attacks, especially with the rise of autonomous cyber-

attacks. It aims to explore the potential of machine learning in improving cyber security by 

enhancing the detection and response to evolving threats. The authors explore the importance of 

quality information for effective machine learning in cybersecurity. Social media network 

characteristics and machine learning algorithms were combined to anticipate potential assaults 

on specific organizations. 

2.4 Malware 

Malicious software, also known as malware, refers to any software designed to interfere 

with computers, servers, clients, or computer networks. Its objectives include gaining 

unauthorized access to systems or data, revealing private information, blocking access to data, 

or inadvertently compromising user security and privacy on their computer. Researchers often 

categorize malware into one or more subtypes. Examples of malware include computer viruses, 

worms, Trojan horses, ransomware, spyware, adware, rogue software, wipers, and key loggers 

[21]. 

Malware poses serious risks on the Internet for both individuals and organizations. 

According to the Symantec 2018 Internet Security Threat Report (ISTR), there were 

669,947,865 types of malware in 2017, double the number in 2016. Malware attacks and other 

computer-related crimes contribute to cybercrime, which is expected to grow by 15% annually 

and cost the world economy US$6 trillion by 2021. Since 2021, malware has been specifically 

designed to target critical infrastructure networks, such as the electricity distribution system 

[22]. 



                                                                                                                                                                      15 
 

Depending on the kind of malware, different defense strategies are used, but most can 

be lessened by putting firewalls and antivirus software into place, applying patches regularly, 

protecting networks from infiltration, creating frequent backups, and isolating compromised 

systems. Malware, however, can elude detection by antivirus software's algorithms. 

2.4.1 Types of Malwares 

There are numerous ways to categorize malware, some malicious software falls 
into six overlapping categories. 

 
 

 
Figure 2.3: Types of Malwares [23] 

 
 
 
Virus 

A computer virus is a kind of software that typically appears as an innocuous 

application inside another program. It can replicate itself and insert copies of itself into other 

files or programs, which frequently leads to destructive activities like erasing data. Because 

computer viruses can replicate and propagate on their own, they are frequently compared to 

biological viruses. A common example of this is a portable execution infection, which is a 

technique used to insert additional data or executable code into PE files, typically to spread 

malware [23]. In essence, a computer virus is a piece of software that enters another executable 

program like the operating system—into the target system without the user's knowledge or 

permission and then multiplies to other executable files when the program is executed. 
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Worm 

A worm is a unique kind of malware that replicates itself without affecting files and 

runs on its own. Actively moving across networks, it infects other computers that come in its 

path. This distinction suggests that a virus propagates through the user executing infected 

software or an infected operating system, whereas a worm spreads independently [24]. 

Rootkits 

Malicious software must stay hidden after it is installed on a system to be discovered. 

This concealment is made easier by rootkits, software programs that alter the host's operating 

system and conceal the virus from the user. Rootkits can hide harmful processes from being 

seen in the system's list of processes and restrict access to the files they contain. Certain 

malicious software implements procedures to avoid detection and removal attempts, going 

beyond simple concealment. The Jargon File story describes an early instance of this behavior, 

in which two apps compromised a Xerox time-sharing system. Every "ghost" task quickly 

learned when the other one ended and immediately started a fresh instance of the recently ended 

application, making it very difficult to get rid of both ghosts without purposefully breaking the 

system [25]. 

Backdoors 

A backdoor is a type of computer software that grants an attacker unauthorized remote 

access to a victim's computer, often without the victim's awareness. Typically, attackers employ 

other methods, such as trojans, worms, or viruses, to circumvent authentication restrictions and 

install the backdoor application, commonly over an unprotected network like the Internet. 

Additionally, backdoors may arise from software vulnerabilities in reputable programs 

exploited by attackers to access a victim's computer system or network. 

It has been suggested frequently that computer manufacturers may pre-install backdoors 

on their systems to facilitate technical support for customers. According to a 2014 report, US 

government agencies were purportedly sending computers purchased by individuals identified 

as "targets" to covert workshops, where they installed hardware or software enabling remote 

access to the computers. This was reportedly among the most effective methods used by these 

agencies to gain access to global networks. Backdoors can be installed using various techniques, 

including trojan horses, worms, implants, and others [26]. 
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Trojan horse 
 

A Trojan horse disguises itself as a legitimate application or utility to deceive victims 

into installing it. Usually, it harbors a hidden damaging feature that activates when the 

application is launched. The term derives from the Ancient Greek myth of the Trojan horse, 

which was employed to infiltrate Troy and launch an attack. Trojan horses are commonly 

distributed through methods like drive-by downloads or social engineering tactics, such as 

tricking users into opening seemingly harmless email attachments, like a standard form requiring 

completion. 

While the payload of a Trojan can vary widely, many recent versions operate as a 

backdoor by establishing communication with a controller, allowing unauthorized access to the 

compromised system. Additionally, they may install additional software, such as adware or 

cryptocurrency mining software, to generate revenue for the Trojan's owner. However, detecting 

Trojan horses and backdoors can be challenging on their own. When cryptocurrency mining 

software is installed, computers may exhibit symptoms such as slower performance, increased 

heat generation, or louder fan noise. To avoid detection, cryptocurrency miners may limit the 

resources they consume or operate only when the system is inactive. Unlike computer viruses 

and worms, Trojan horses typically do not attempt to insert themselves into other files or spread 

through other means [27]. 

Droppers 

Trojan subtypes known as droppers are specifically designed to infect a system and 

introduce malware into it. They aim to avoid detection by being stealthy and keeping the 

payload small. It's important to distinguish between a dropper and a loader or stager. A loader 

or stager simply loads an extension of the malware into memory, such as a set of malicious 

functions through reflective dynamic link library injection. The objective is to keep the initial 

phase subtle and lightweight. In contrast, a dropper's sole function is to infect the system with 

additional malware [28]. 

Ransomware 

Ransomware is a type of malicious software that blocks access to computer files or the 

entire system until a ransom is paid. There are two main types of ransomwares: crypto-

ransomware and locker ransomware. Crypto-ransomware not only locks down a computer 

system but also encrypts its contents, while locker ransomware only restricts access to the 



                                                                                                                                                                      18 
 

system. For example, applications like Crypto Locker encrypt files securely, and decryption is 

only possible upon payment of a significant sum [29]. 

Malware can be used to commit click fraud by simulating a computer user clicking on 

an advertisement link on a website and receiving payment from the advertiser. An estimated 

60-70% of malware still in circulation is used for click fraud, and approximately 22% of all ad 

clicks are false [30]. 

Screen lockers, sometimes known as lock screens, are a kind of "cyber police" 

ransomware that purports to be gathering illicit content on Windows or Android devices and 

blocks the screens in an attempt to coerce victims into paying a ransom. More Android devices 

are affected by Just and SLocker than by other lock screens; Just accounts for about 60% of all 

ransomware detections on Android devices. As the name implies, encryption-based ransomware 

is a kind of malware that encrypts every file on a compromised system. The user is then informed 

by a pop-up window by these malware types that their data have been encrypted and that they 

need to pay (typically in Bitcoin) to get them back. Crypto Locker and WannaCry are two 

instances of malware that use encryption [30]. 

Varadharajan et al. [31] used a Genetic Algorithm (GA) as the technique to optimize 

Convolutional Neural Networks (CNNs) for image-based malware classification. The criteria 

used in the paper include optimizing the architecture and hyper-parameters of the CNN 

classifier, evaluating the performance of the evolved networks on benchmark malware datasets, 

and comparing the performance of the GA-designed networks to state-of-the-art results in 

image-based malware classification. 

Agarap [32] describes in the paper "Towards Building an Intelligent Anti-Malware 

System: A Deep Learning Approach using Support Vector Machine (SVM) for Malware 

Classification" using deep learning techniques include the evaluation of different deep learning 

models such as CNN-SVM, GRU-SVM, and MLP-SVM in a multinomial classification task 

using the Malimg dataset. 

The performance of these models is assessed based on their predictive accuracy on the 

test dataset, with the GRU-SVM model achieving the highest accuracy. Additionally, the 

potential improvements to the architecture design of the CNN-SVM and MLP-SVM models by 

adding more hidden layers, better nonlinearities, and optimized dropout to enhance their 

performance in malware classification. 
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Zhong et al. [33] concluded in the paper "Malware-on-the-Brain: Illuminating Malware 

Byte Codes with Images for Malware Classification," where the authors employ a novel 

technique that converts malware samples into images for classification. This technique involves 

utilizing contrast-limited adaptive histogram equalization (CLAHE) to enhance the visual 

representation of malware byte codes. Furthermore, the authors evaluate the performance of their 

VisMal framework to improve the discernibility between different malware families and 

facilitate the classification process. 

 

Table 2.2: Literature Related to Malware Attacks 
 

Sr. 
no 

Author 
Name 

Features Methods/ 
algorithm 

Remarks 

01. Varadharajan 

et al. [31] 

Architecture 
Optimization 

 
Hyper-parameter 
Optimization 

GA’s GA optimization 

techniques are inspired by 

the process of natural 

selection. GAs operates on 

a population of potential 

solutions. 

02. Agarap [32] Deep Learning 

Models with 

SVM 

CNN-
SVM 
GRU-
SVM 
MLP-
SVM 

The CNN is used for feature 
extraction. GRUs, a 
recurrent neural network 
(RNN), are used to handle 
sequential data. 
The MLP is used to learn 
representations from the 
input data. 

03. Zhong et al 
[33] 

VisMal 

Framework 

Image 
Enhancement 
using CLAHE 

The framework is 
designed to improve the 
discernibility between 
different malware 
families by enhancing the 
visual 
features of the malware 
images. 
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2.5 Tor Browser 

The Onion Router, also known as Tor, is a tool that enables anonymous communication 

by routing Internet traffic through a global network of over 7,000 volunteer relays, all free of 

charge. It is more difficult to track down an individual's online activities when they utilize Tor. 

By hiding a user's location and usage from anyone doing network monitoring or traffic analysis, 

Tor preserves individual privacy. Leveraging Tor exit nodes safeguards the user's freedom and 

capacity for private communication by leveraging IP address anonymity. 

Many individuals use Tor for both lawful and unlawful activities, as it provides the 

ability for users to anonymously browse the Internet, chat, and send instant messages. For 

example, law enforcement organizations, hacktivism groups, and criminal enterprises have all 

used Tor against each other. Tor is utilized for illicit purposes as well. These can include the 

dissemination of content that depicts child abuse, the selling of drugs, the protection of privacy, 

and the evasion of censorship [34]. 

Eaton et al. [35] address privacy challenges faced by Tor onion services, focusing on 

the vulnerability of onion services to privacy-compromising attacks by potentially malicious 

Hidden Service Directories (HSDirs). The primary concern is the risk of compromising the 

privacy and unlikability of Onion services, making them susceptible to tracking over time. The 

proposed solution involves integrating Private Information Retrieval (PIR) into the descriptor 

lookup process to conceal information about queried services, even from untrustworthy HSDirs. 

The ultimate goal is to enhance the privacy and anonymity of Onion service users. 

Bergman and Oliver [36] address the challenges posed by the use of anonymous 

communication networks, particularly the Tor network, by cybercriminals engaging in illegal 

activities within the Dark Web. The key issues include the difficulty faced by law enforcement 

in identifying and combating cybercrimes due to the anonymity provided by these networks and 

the lack of human resources. The paper specifically focuses on recognizing Tor-related malware 

and onion services within the Dark Web. The achieved high accuracy rates in identifying Tor-

related malware and onion services demonstrate the effectiveness of the proposed approach in 

mitigating challenges associated with the anonymity of the Tor network and criminal activities 

within the Dark Web. Machine learning classifiers, including decision tree classifiers and 

logistic regression algorithms, achieved over 90% accuracy in identifying and classifying Tor-

related malware and onion services. 
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Huang and Yanhui [37] describe the vulnerability of Tor onion services to circuit 

fingerprinting attacks. These attacks aim to classify circuits into those generated by the client 

and those generated by the Onion service, ultimately revealing network addresses and 

threatening the anonymity provided by Tor. The authors propose techniques SVM, Random 

Forest, and XGBoost to predict the identity of the host and classify circuits by type. The results 

obtained from these experiments form the foundation for the proposed novel circuit 

fingerprinting attack and the evaluation of the performance of machine learning classifiers in 

identifying and classifying different circuit types. 

Ödén and Björnberg [38] aim to investigate and propose a method to deanonymize 

criminals using digital watermarks in the Tor network. The goal is to track illegal activities on 

the Tor platform. The paper discusses the use of different data collection tools, analyzes results, 

and explores potential implications, risks, and mitigations associated with the proposed 

deanonymization method. 

Wang et al. [39] aim to provide a thorough and long-term evaluation of Tor V3 onion 

services. The primary focus is on accurately estimating the size, analyzing the ecosystem, and 

addressing challenges related to evaluating the popularity of V3 onion services. The assessment 

covers a range of onion services, including benign services, abuses, and black markets. The 

authors take into account factors such as online rate, access frequency, and the presence of onion 

addresses in the Yellow Pages. The results include both emulated and real-world validations, 

enhancing the credibility and applicability of the proposed estimation methods and algorithms. 

Deploying HSDirs on the actual Tor network to observe and validate estimation methods in a 

live environment. 
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Table 2.3: Literature Related to Tor Network 
 

Sr. 
no 

Author Name Features Methods/ 
Algorithm 

Remarks 

01. Eaton et al. [35] Vulnerability of 
onion services, 
potentially malicious 
HSDirs. 

Newer version 3 
onion services, 
PIR-based 
solution. 

Micro benchmarks live 
Tor network, Indicated 
real- world testing. 

02. Bergman 

and Oliver 

[36] 

Cybercriminals 

engaging in illegal 

activities within the 

Dark Web 

Tor-related 

malware, 

onion 

services. 

Achieved accuracy in 

logistic regression 

algorithms 

03. Huang 
and 
Yanhui 
[37] 

Vulnerability of 
Tor onion services 
to circuit 
fingerprinting 
attacks 

SVM, Random 
Forest, and 
XGBoost 

Identify novel circuit 
fingerprinting attack. 

05. Ödén and 
Björnberg [38] 

Deanonymize 
criminals using 
digital watermarks in 
the Tor network. 

Axel's thesis 
(ACK packets) 

Exploit weaknesses in 
deanonymization 
techniques, discover 
watermarks in the packets, 
and track illegal activities. 

06. Wang et al. [39] Long-term 
evaluation of the 
popularity of Tor 
V3 onion services 

DOM trees Enhance credibility 
and robustness, 
Emulated and real-
world environments 
estimated. 
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2.6 Onion Services 

Tor can provide anonymity for not only users but also for servers and web pages. Onion 

services, previously known as hidden services, are servers that are set up to only accept 

connections through Tor. These services can be accessed using an onion address, usually 

through the Tor Browser, instead of revealing the server's IP address and network location. The 

Tor network identifies these addresses by finding matching public keys and introduction points 

stored in a distributed hash table across the network. This system ensures the anonymity of both 

parties while handling the routing of data to and from onion services, even those behind firewalls 

or network address translators (NAT). Accessing these onion services requires the use of Tor 

[40]. 

Onion services, initially outlined in 2003, have been part of the Tor network since 2004. 

Tor operates on a decentralized model, except for the database containing onion service 

descriptors. While various onion services list publicly available onion addresses, there isn't a 

comprehensive, easily accessible directory of all onion services. To facilitate the discovery of 

content hosted on websites within the Tor network, an online search engine called Tor Search 

indexes pages [41]. 

Despite the end-to-end encryption of connections to onion services, which renders them 

impervious to eavesdropping due to routing through the Tor network, security issues persist 

with Tor onion services. For instance, services accessible through both Tor onion services and 

the public Internet are susceptible to correlation attacks, thus lacking complete concealment. 
 

 
 

Figure 2.4: Difference Between Normal Browse And Tor Browser  
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2.7 Cyber Threat Intelligence 

Cyber Threat Intelligence (CTI) aims to proactively prevent potential cyber-attacks and 

adverse events by offering insights, expertise, and information based on knowledge and 

experience. This encompasses assessing both physical and cyber threats, as well as 

understanding threat actors. Sources of cyber threat intelligence encompass open-source 

intelligence, social media intelligence, human intelligence, technical intelligence, device log 

files, forensically obtained data, internet traffic information, and data collected from the deep 

and dark web. 

Threat intelligence has grown in importance in recent years as a component of 

commercial cyber security strategies because it enables organizations to take a more proactive 

stance and identify which threats pose the biggest hazards to their operations. As a result, 

businesses adopt a more proactive stance, deliberately seeking out their weaknesses and 

thwarting hackers before they occur. This technique is becoming more and more popular since, 

according to IBM estimates, 47% of all assaults against corporations involve threat exploitation 

[42]. 

The COVID-19 pandemic and an increase in remote work have also contributed to an 

increase in threat vulnerabilities in recent years, which increases the vulnerability of company 

data. Many businesses have chosen in recent years to outsource their threat intelligence efforts 

to a managed security service (MSSP) as a result of the increasing sophistication required for 

threat intelligence, on the one hand, and the escalating threats on the other. 

The intelligence cycle, which consists of five phases, is a continuous and cyclical 

process that intelligence teams use to create cyber threat intelligence. The goal of the cycle is 

to give leadership useful and pertinent intelligence that minimizes risk and uncertainty [43]. 

 

2.7.1 Classes of Cyber Threat Intelligence 

There are three main classes of cyber threat intelligence [44]. 
 

Tactical Usually used to assist in locating potential threats. Cybercriminals employ 

indicators of compromise, such as IP addresses, Internet domains, or hashes, and a deeper 

examination of their strategies, methods, and procedures (TTP) is starting to take place. Security 

teams will be able to anticipate assaults and detect them early on thanks to insights produced at 
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the tactical level [44]. 

Operational The highest level of threat intelligence is this one. It provides precise 

information on assaults, the driving forces behind them, the capabilities of threat actors, and 

particular campaigns. At this level, threat intelligence specialists offer insights into the 

characteristics, intentions, and timing of new threats. This kind of information is harder to come 

by and is typically gathered via hidden, inaccessible online forums that are inaccessible to 

internal teams. Teams responsible for security and attack response employ this kind of 

operational intelligence [44]. 

Strategic Information about the overall risks associated with cyber threats is usually 

geared toward non-technical audiences. The intention is to provide executives with a prioritized 

list of actions by providing a thorough study of both present and anticipated future business 

risks in the form of white papers and studies, along with the possible repercussions of threats 

[44]. 

Kasowaki and Kuzey [45] revolve around addressing the escalating complexity and 

diversity of cyber threats in today's digital landscape. The authors emphasize the critical need 

for a proactive cybersecurity approach, specifically through the understanding, identification, 

and mitigation of cyber risks using effective threat intelligence practices. The paper involves a 

comprehensive exploration of the essence and application of threat intelligence in 

cybersecurity. The authors used techniques to provide a detailed overview of threat intelligence, 

cyber risks, and cybersecurity frameworks. It evaluates how well threat intelligence can address 

emerging threats, and vulnerabilities, contribute to cybersecurity defenses, and assesses the 

overall impact of threat intelligence practices on cybersecurity resilience and incident response 

capabilities. 

Adeniyi and Ness [46] discuss the growing complexity and prevalence of cyber threats 

in the digital realm. The authors stress the importance of implementing advanced cybersecurity 

measures and suggest incorporating artificial intelligence (AI) as a key tool to improve threat 

detection, automate response mechanisms, and strengthen organizations against evolving cyber 

threats. The authors used an investigative approach to explore the uses, benefits, challenges, 

and evolving landscape of artificial intelligence in cybersecurity. 

Yilmaz and Kasowaki [47] address the escalating challenges of cyber threats, 

emphasizing the crucial role of Cyber Threat Intelligence Analysts in mitigating these risks. The 
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paper focuses on understanding the complexities of cyber threats, the necessity for skilled 

professionals, and the methodologies analysts use to protect digital infrastructures. 

It explores the critical functions of Cyber Threat Intelligence Analysts, including data 

gathering and analysis to identify patterns, trends, and indicators of compromise (IoCs) for 

assessing potential threats. The authors highlight collaborations with cybersecurity teams to 

develop proactive defense strategies and actionable recommendations. Advanced analysis 

techniques are employed to identify patterns and assess the severity of threats, prioritizing 

responses and countermeasures. The paper is primarily theoretical and descriptive, 

concentrating on the roles, methodologies, and responsibilities of Cyber Threat Intelligence 

Analysts rather than presenting experimental results. 

Rahman et al. [48] address the challenge of predicting temporal relations between cyber 

threat techniques. The central problem is formulated as a text classification task, where machine 

learning models are used to predict ATT&CK techniques based on cyber threat intelligence 

reports. The goal is to overcome challenges related to identifying multiple techniques in a single 

sentence, sentences that may not describe any technique, and the need for a sufficient number 

of examples for training a text classifier for the 193 techniques listed in ATT&CK. The focus 

is on advancing the understanding of temporal attack patterns through systematic analysis and 

leveraging machine learning models for improved prediction capabilities in the cybersecurity 

domain. 

Sakellariou et al. [49] study the difficulties that current cyber threat intelligence (CTI) 

systems encounter in effectively using discussion forums as a source of raw data. They present 

the SECDFAN (SECurity Discussion Forums Analysis) system, which aims to standardize the 

creation and distribution of CTI products from raw data gathered from discussion forums on the 

surface web, deepnet, and darknet. The main focus is on using a systematic design approach, 

creating semantic schema, and conducting content analysis to address the limitations of existing 

CTI systems. 

Sanger et al. [50] concentrate on the development of a proactive cyber threat intelligence 

system geared towards detecting cybercrimes within Dark Web forums. The paper highlights 

the application of techniques such as NLP and deep learning, the implementation of a carefully 

crafted annotation scheme, and the attainment of high accuracy in classification models. 

Notably, their BERT-based classification model achieves an impressive accuracy score of 96%, 
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underscoring the effectiveness of their tailored preprocessing strategies and the validation of their 

annotation scheme. 

Ahmed et al. [51] explore the challenges linked to obtaining useful insights from Cyber 

Threat Intelligence (CTI) data. They aim to provide security professionals with more accurate 

and timely insights to support informed decision-making processes. They evaluated the model's 

performance using metrics like precision, recall, and F1 score. The results showcased the 

effectiveness of the joint extraction technique, with comparisons against existing models 

highlighting its superiority in terms of accuracy, scalability, and generalizability. These findings 

make significant strides in overcoming challenges associated with CTI data extraction, 

empowering security professionals with more dependable insights for decision-making. 

Dekker and Alevizos [52] address the challenge of decision-making under uncertainty 

in information security, particularly in the context of the continuously evolving cyber threat 

landscape. The authors propose a threat-intelligence-driven methodology called Threat- 

Intelligence Based Security Assessment (TIBSA) to address uncertainty in cyber risk analysis 

and enhance decision-making in information security. Key components of the TIBSA 

methodology include utilizing cyber threat intelligence (CTI) to inform the assessment process 

at strategic, tactical, and operational levels. The paper focuses on improving cybersecurity 

posture and decision-making capabilities by leveraging threat intelligence and analytical 

techniques to address uncertainties in the cyber threat landscape. 

Sun et al. [53] delve into the increasing severity and frequency of cyber-attacks, 

underlining the necessity for innovative security measures in response to evolving threats. 

Recognizing the inadequacy of traditional security approaches, the authors advocate for the 

exploration of Cyber Threat Intelligence (CTI) mining as a proactive defense strategy. This 

framework facilitates the transformation of raw data into actionable intelligence, empowering 

organizations to make well- informed decisions and fortify their cybersecurity defense 

strategies. The paper emphasizes analyzing and categorizing existing research endeavors about 

CTI mining techniques, knowledge acquisition, and cybersecurity defense strategies. 

Samtani et al. [54] address the need for Explainable Artificial Intelligence (XAI) in the 

field of Cyber Threat Intelligence (CTI). The main issue is the lack of transparency, 

interpretability,and trustworthiness in AI-based CTI systems. The paper focuses on developing 

techniques and models that provide explanations for AI system decisions in CTI. This enables 
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analysts and stakeholders to understand and validate the reasoning behind the generated 

intelligence. 

Moraliyage et al. [55] address the challenges presented by the increasing number of 

onion services on the dark web, including the anonymity and seriousness of cybersecurity 

threats arising from illegal activities and the significant rise in illicit onion services. They 

emphasize the importance of monitoring the dark web to proactively identify potential 

cybersecurity threats through Cyber Threat Intelligence (CTI). Their method uses a 

Convolutional Neural Network (CNN) with Gradient-weighted Class Activation Mapping 

(Grad-CAM) for image classification and pre-trained word embedding with Bahdanau additive 

attention for text classification. With a modular architecture, this approach can be easily 

incorporated into threat-sharing platforms, improving the sharing of threat intelligence across 

different platforms. Additionally, the authors utilize explainable deep learning techniques such 

as Grad-CAM and attention visualization to provide insights into the decision-making 

processes. 

Disha and Waheed [56] aim to evaluate the performance of machine learning models 

for intrusion detection systems (IDS) using contemporary datasets representing modern cyber 

threats. The primary challenge addressed is the effective detection and prevention of 

cybercriminal activities. The study compares traditional machine learning techniques with 

modern approaches, to contribute to cybersecurity by assessing the effectiveness of these models 

and providing insightsinto their strengths and limitations for intrusion detection. The proposed 

methodology includes the selection of machine learning models and the use of the Gini 

Impurity-based Weighted Random Forest (GIWRF) feature selection technique, which is 

crucial for addressing feature selection challenges. The findings contribute to advancing 

intrusion detection systems and cybersecurity measures in the context of modern cyber threats. 

Alsaedi et al. [57] address the challenge of developing a robust malicious URL detection 

model using cyber threat intelligence (CTI) and ensemble learning techniques. It aims to 

enhance detection performance and reduce false-positive rates compared to existing URL-based 

models. The high dimensionality of features from Google data is acknowledged, leading to the 

need for selecting features representing URLs effectively using information gain. Highlights 

the dynamic nature of URL-based features, subject to manipulation by attackers, making them 

insufficient for effective representation. 
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Xin Ge et al. [58] have developed a systematic approach for identifying security risks 

in embedded devices by focusing on firmware fingerprinting. They aim to remotely detect 

firmware versions, extract vulnerabilities, and assess security risks. They created a prototype 

system and conducted real-world experiments to validate their approach. They used criteria 

such as similarity thresholds, precision, recall, and threshold values to optimize and evaluate 

performance. The firmware fingerprinting achieved 91% precision and 90% recall. The real-

world experiments confirmed the accuracy and effectiveness of the proposed methodology, 

providing valuable insights into firmware vulnerabilities and associated risks. 

Herron and Hally [59] address the security challenges arising from the integration of 

IoT devices and wireless technologies into business environments. The primary focus is on 

providing recommendations and implementation techniques to enhance security controls and 

mitigate vulnerabilities associated with IoT wireless technologies. The paper contributes 

recommendations and practical techniques to address security challenges stemming from IoT 

wireless technologies in business environments. 

Omar Batarfi et al. [60] address the increasing threat of ransomware attacks, focusing 

on the need for effective cyber threat-hunting techniques to detect and respond to these evolving 

cyber threats. The primary objectives include providing a systematic review of existing 

literature, techniques, and cyber threat intelligence (CTI) approaches related to ransomware 

detection, identifying limitations, and proposing new directions for research and development. 

The paper contributes a systematic review of cyber threat hunting techniques for ransomware 

detection, addressing the evolving nature of ransomware attacks. 

Yeboah-Ofori et al. [61] address the challenge of predicting cyber-attacks in the context 

of Cyber Supply Chain (CSC) organizations. The authors emphasize the necessity for these 

organizations to utilize Machine Learning (ML) analytics coupled with Cyber Threat 

Intelligence (CTI) to predict, analyze, and control cyber threats effectively. The paper provides 

a conceptual view of CSC system security and proposes a process for threat analysis, prediction, 

and control. Through experiments and validation, the authors provide insights into the 

effectiveness of their approach and highlight the most predictable threats in the CSC domain. 

The focus is on enhancing cybersecurity by combining intelligence-driven threat analysis with 

machine learning capabilities. 

Moustafa et al. [62] focus on the study and analysis of web application attacks. The 
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primary goal is to develop a methodology for capturing web attack data, extracting relevant 

features, modeling the attack data, and simulating it. The overarching aim is to improve 

cybersecurity by understanding and predicting web attacks. The focus is on capturing, 

extracting, modeling, and simulating web attack data to enhance threat intelligence and improve 

cybersecurity. 

Holler et al [63] address potential privacy issues associated with long-lived onion 

service addresses in decentralized systems. The problem statement emphasizes the privacy 

concerns related to persistent onion service addresses, which can be exploited as identifying 

metadata. To tackle this issue, the paper explores the feasibility of using dynamic, short-lived 

onion services as a solution to minimize metadata leakage and enhance privacy in decentralized 

systems. The research aims to provide insights into the performance impact and practicality of 

constantly generating new onion services as a privacy-enhancing measure. The combination of 

simulations and physical testing contributes to a comprehensive assessment of the proposed 

solution. Feasibility of dynamic onion services assessed based on provisioning times. 

Tudu et al. [64] address the cyber-security risks associated with deploying open-source 

digital library systems, focusing on DSpace and Greenstone. The objective is to identify security 

deficiencies in these widely used systems and provide recommendations for improvements. The 

authors aim to categorize vulnerabilities, assess severity levels, and recommend changes to 

enhance the overall security of DSpace and Greenstone. Through port scanning, static and 

dynamic analysis, and code/configuration reviews, the authors identify vulnerabilities and 

provide recommendations. This emphasis is on enhancing the security of these widely used open-

source digital library systems. 

Albahar et al [65] aim to tackle the growing threat of cyber-attacks by developing and 

comparing various neural network-based models for detecting and classifying malicious 

activities in cyber-physical systems. The authors emphasize the need for efficient intrusion 

detection systems to mitigate the impact of cyber threats and highlight the importance of neural 

network methods in cybersecurity applications. The focus is on evaluating the performance of 

different neural network models using a cyber-physical subsystem dataset. The results are 

obtained through experiments on real-life data, emphasizing the effectiveness of specific neural 

network models for intrusion detection in cybersecurity applications. 

Zarandi and Sharif [66] focus on addressing the challenge of detecting and mitigating 
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cyber- attacks in distributed control systems, emphasizing the identification and isolation of 

misbehaving agents in interconnected networks. The primary goal is to develop a resilient 

distributed control algorithm capable of real-time attack detection and response to ensure system 

stability and security. The proposed solution involves the use of a reputation manager, a 

consensus manager, and a deep neural network for monitoring agent behavior, making decisions 

on reputation and connectivity, and analyzing data for attack detection. Evaluation criteria 

include accuracy, mean squares of error, and overall effectiveness in addressing the 

cybersecurity challenges in distributed control systems. 

 
 

Table 2.4: Literature Related to Cyber Threat Intelligence 
 

Sr. 
no 

Author Name Features Methods/ 

Algorithm 

Remarks 

01. Kasowaki 

& Kuzey 

[45] 

Escalating 

complexity and 

diversity of 

cyber threats in 

today's 

digital landscape 

Simulations 

and physical 

testing 

Emphasize a descriptive and 

analytical approach 

02. Adeniyi & 

Ness [46] 

Measures and 

integration of AI 

Conducts a 

literature 

review and 

discusses 

ethical 

considerations 

Focus on conceptual 
exploration and analysis of 
the role of AI in 
cybersecurity. 

03. Yilmaz and 

Kasowaki [47] 

Explorations 
and 
complexities 
of cyber 
threats 

IoCs to assess 
potential 
cyber threats. 

Emphasizes the 

significance and 

collaboration of 

proactive threat 

analysis, 



                                                                                                                                                                      32 
 

04. Rahman et 

al. [48] 

Predicting 

temporal 

relations 

between cyber 

threat 

techniques 

Systematic 

analysis and 

leveraging 

machine learning 

models 

Findings derived from 
analysis of cyber threat 
intelligence reports 

05. Sakellariou 

et al. [49] 

Effectively 
utilizing 
forums as a 

source of raw 

data 

SECDFAN 
system 

SECDFAN physical 
testing to obtain specific 
results 

06. Sanger et 

al. [50] 

Identifying 
cybercrimes within 
Dark Web forums 

Agora Dark 

Web dataset, 

heuristic 

preprocessing 

novel multiclass 

Tailored preprocessing 

strategies, in-depth 

discussion 

07. Ahmed et 

al. [51] 

Extracting 
actionable CTI 
data. 

Novel, classical 

pipeline 

techniques. 

Security professionals with 

more reliable insights for 

decision- making. 

08. Dekker 

and 

Alevizos 

[52] 

Uncertainty in 
information 
security 

Traditional risk 

analysis TIBSA 

Enhance decision- making 

and tactical operational 

levels. 

09. Sun et al. 

[53] 

Escalating severity 
and frequency of 
cyber-attacks 

Cyber scenario 

analysis, CTI 

knowledge 

acquisition 

Current state-of-the- art 

solutions, proactive 

cybersecurity defense. 
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10. Samtani et 

al. [54] 

Need for XAI, 
lack of 
trustworthiness in 
AI-based CTI 
systems. 

LIME and 

Saliency maps. 

Discovered leakage points in 

side-channel attack data 

11. Moraliyage 

et al. [55] 

Anonymity and 
severity threats 
originating from 
illegal activities on 
the dark web 

CNN and Grad- 

CAM 

Provide insights into 

decision-making processes, 

and detecting cybersecurity 

threats. 

12. Disha and 

Waheed 

[56] 

Intrusion detection 
systems (IDS), 
contemporary 
datasets 

Adaboost, GBT, 

MLP, LSTM 

and GRU 

Improving cybersecurity 

measures enhances the ability 

to detect and prevent cyber 

threats. 

13. Alsaedi et 

al. [57] 

Robust malicious 
URL detection 
model 

BFGS 

algorithm, ANN 

prediction 

model 

Enhance performance and 

reduce false- positive rates. 

14. Xin Ge et 

al. [58] 

Vulnerabilities 
embedded 
devices 
through fine-
grained firmware 
fingerprinting. 

Web Crawling Real-world experiments 
validate 
that firmware fingerprints 

are achieved. 

15. Herron and 

Hally [59] 

Lack of device-
level controls, 
insufficient 
security 
controls in IoT 
protocols 

Mapping 

Techniques 

CIS- CSC. 

Reduction of attack surface 
in business network 
vulnerabilities recognized 
security control frameworks. 
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16. Omar 

Batarfi et 

al. [60] 

Increasing 
threat 
ransomware 
attacks, 
significant 
harm to 
mitigation 
efforts 

Ransomware, 

CTH techniques 

Detecting both known and 
unknown ransomware 

17. Yeboah-

Ofori et al. 

[61] 

Predicting 
cyber- attacks 
in the context of 
CSC 
organizations 

ML techniques 

predict CSC 

systems. 

Spyware/Ransomware and 
spear phishing were 
predicted in the CSC 
domain. 

18. Moustafa 

et al. [62] 

Analysis of 
web 
application 
attacks, 
capturing web 
attack data 

Sophisticated 

OGM technique 

Original data is better than 
other techniques, achieving a 
high DR and low FAR. 

19. Holler et 

al. [63] 

Potential 
privacy issues 
associated with 
long-lived 
onion service, 
exploited as 
identifying 
metadata. 

Peer-to-peer 

communication, 

the Tor network 

minimizes 

metadata 

leakage. 

Feasibility of dynamic onion 
services assessed 
provisioning times. 

20. Tudu et al. 

[64] 

Deploying 
open- source 
digital library 
systems, 
focusing on 
DSpace and 
Greenstone 

Nmap, Nessus, 

Metasploit, 

SonarQube, Zed 

Proxy Attack 

(ZAP) 

Enhanced security of 
DSpace and Greenstone, 
widely used open-source 
digital library systems 

21. Albahar et 

al. [65] 

Tackle the 
growing threat 
of cyber- 
attacks, and 
distinguish 
different neural 
network- based 
models. 

Neural network- 

based models 

GRNN, PNN, 

RBNN, FFNN, 

ENN 

Analyzed the 
effectiveness of neural 
network models 
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22. Zarandi 

and Sharif 

[66] 

Detecting 
misbehaving 
agents in 
interconnected 
networks 

Deep neural 

networks, 

resilient control 

algorithms 

Evaluated the 
network's correctness 
and performance 

 

 
 
 

2.8 Summary 
This chapter offers a comprehensive review of the research background relevant to the 

study, encompassing existing literature on the internet, internet layers, internet security, cyber- 

attacks, types of malwares, onion services, and the Tor browser. It also examines related work 

and technologies focused on detecting cyber-attacks. 

  



                                                                                                                                                                      36 
 

 

CHAPTER 3 

 

RESEARCH METHODOLOGY 

 

This chapter explains the research approach, detailing the study's methodology and the 

rationale behind the chosen techniques. It describes the methods used for the experiment, 

including feature extraction, feature selection, and data pre-processing. Additionally, it outlines 

the source of the experiment's data, as well as the implementation and evaluation process of the 

model. 

3.1 Context 

This research delves into the utilization of Convolutional Neural Networks (CNNs) to 

classify malware images into distinct categories. The CNN architecture comprises five 

convolutional blocks, each characterized by a defined number of convolutional layers and 

accompanying max-pooling layers. Regularization techniques, specifically L2 regularization, 

have been incorporated to combat overfitting challenges inherent in such models. The model 

underwent training on a substantial dataset, and its performance was evaluated using a suite of 

custom metrics tailored for malware classification. These metrics encompass precision, recall, 

accuracy, specificity, conditional average metric, sensitivity, and F1 score. Throughout the 

training process, various callback mechanisms were implemented for monitoring and 

optimization. This research strives to contribute to the advancement of malware image 

classification techniques and underscores the significance of regularization and comprehensive 

evaluation metrics in achieving robust and reliable model performance. 

3.2 Experiment Setup 

A corei5 12th generation system with 16GB of RAM, 512 GB of SSD storage, and a 4 

GB NVidia GPU is utilized for simulator purposes. Anaconda and Jupiter Notebook running 

Python are the tools employed for model development. Various libraries are used during the 

simulation process including TensorFlow, Keras, Pandas, Matplotlib, etc. The dataset was 

loaded and split into different ratios for testing the model's effectiveness in different scenarios. 
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3.3 Scope of Experiment 

The main goal of the experiment is to create a new algorithm that can enhance the 

detection and analysis of cyber threats within Onion services. This may include using machine 

learning techniques, statistical analysis, data mining, or other computational methods to process 

large amounts of data and pinpoint patterns that indicate malicious behavior. The goal of the 

experiment is to enhance the capability of cyber threat intelligence systems to detect and respond 

to threats targeting Onion services more effectively. The process may involve creating 

algorithms that can 
 

identify new threats, connecting different data sources to find hidden threats, or improving the 

accuracy of threat classification and prioritization. Once the algorithms are developed, they 

need to be thoroughly tested, evaluated, and validated to ensure that they are effective and 

reliable in real-world situations. This might include using simulated environments and real-

world data sets or working with cybersecurity experts to assess how well the algorithms perform. 

3.4 Datasets 

The dataset comprises 125,001 PNG grayscale images from 18 malware families and 

benign software some are represented in Fig 3.1. This research aims to build an efficient image 

classification model for distinguishing between different types of malware. 
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Figure 3.1: Gray Scale Image Sample 

 

Figure 3.2 includes 18 classes in the dataset, consist of AgentTesla, Benign, 

CoinMinerXMRig, Danabot, Dridex, Formbook, Gh0stRAT, Glupteba, Gozi,Heodo, 

NanoCore, Quakbot, RecordBreaker, RedLineStealer, Remcos, Tinba, Trickbot, and Zeus[67]. 
 

 
Figure 3.2: Classes View Data Description 
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3.4.1 Distributions of Datasets 

The dataset contains a large amount of data, totaling 63 GB, split into 100,001 training 

files and 25,000 validation files. Data visualization techniques were used to gain insights into 

the class distribution within the dataset [64]. 
 

Figure 3.3: Splits Percentage of Dataset 
 
 
 
 

3.5 Model Architecture 

The focus of this research is the novel use of Convolutional Neural Networks (CNNs) 

to tackle the complex task of categorizing malware images into different groups. The selected 

CNN model is carefully crafted, with five convolutional blocks, each equipped with a distinct 

arrangement of convolutional layers and accompanying max-pooling layers. This section 

provides in-depth details about the architecture, highlighting the reasoning behind the design 

decisions made to enhance the model's performance. 

3.5.1 Convolutional Block Design 
 

The model architecture starts with several convolutional blocks. The first four blocks 

have two convolutional layers each, while the fifth block has three convolutional layers. This 

arrangement is designed to help the model capture different features from the input images, 

including both basic and advanced characteristics needed for precise classification. 

 

 
Testing Data, 

25000 
 
 
 
 
 
 
 
 

 
Training Data, 

100000 
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3.5.2 Addressing Overfitting with L2 Regularization (0.001) 
 

To address the issue of overfitting in complex models, L2 regularization is introduced 

as a key component. This technique imposes constraints on the model weights, reducing the risk 

of fitting noise in the training data. Incorporating L2 regularization is a deliberate step to 

improve the generalization capabilities of the CNN model. 

3.5.3 Max-Pooling Layers 
 

In each convolutional block, there are strategically placed max- pooling layers. These 

layers are important for decreasing the size of the feature maps, simplifying the computations, 

and improving the model's ability to recognize patterns regardless of their position. The 

selection of max-pooling layers is crucial for maintaining important features while reducing the 

influence of unimportant differences. 

3.5.4 Flattening and Dense Layers 
 

After the convolutional blocks, a flattened layer is used to convert the 3D feature maps 

into a one-dimensional array. Then, two dense layers, each containing 4096 neurons, enhance 

the model's ability to learn complex patterns and relationships within the data. This multi-

layered architecture enables the extraction of complex feature hierarchies. 
 
 

3.5.5 Output Layer and Dropout (0.4) 
 

The model is finalized with an output layer comprising 18 nodes, representing the 

distinct malware classes. To prevent overfitting, a dropout layer is strategically inserted, 

randomly dropping out neurons during training, forcing the model to rely on a diverse set of 

features and thereby improving robustness. 
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Figure 3.4: Convolutional Neural Network Model Structure 
 

3.6 Training Process 

The training process of the Convolutional Neural Network (CNN) for malware image 

classification was a pivotal aspect of this research, encompassing distinct stages to iteratively 

enhance the model's performance. Leveraging the TensorFlow framework, the training process 

unfolded over four carefully orchestrated stages, each characterized by a specific number of 

epochs. The following elucidates the methodology employed in these training stages: 

3.6.1 Stage-wise Epoch Configurations 
 

The training process was divided into four stages, each delineated by the number of 

epochs executed. The initial stage comprised a modest four epochs, providing an initial 

exploration of the model's learning capacity. 

Subsequent stages, with 14 epochs, 16 epochs, 20 epochs (incorporating L2 

regularization), and 50 epochs (also with L2 regularization), were incrementally introduced. 

This staged approach facilitated an iterative fine-tuning of the model across varying durations 

of training. 
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3.6.2 Integration of L2 Regularization 
 

To address overfitting concerns that emerged during the initial stages of training, L2 

regularization was introduced in the fourth and final stages, involving 20 and 50 epochs. This 

regularization technique-imposed constraints on the weights of the model, enhancing its ability 

to generalize to unseen data. The strategic incorporation of L2 regularization was a responsive 

measure to mitigate the risk of the model fitting noise in the training dataset. 

 

3.6.3 Autotune Functionality 
 

The TensorFlow framework's autotune functionality played a crucial role in optimizing 

both the training and validation data pipelines. Autotuning automatically adjusts parameters, 

such as the batch size and other configurations, to achieve optimal computational efficiency. 

This adaptive mechanism is particularly valuable when dealing with varying dataset sizes and 

complexities, as it ensures that the computational resources are utilized efficiently throughout 

the training process. 

 

3.6.4 Iterative Monitoring and Optimization 
 

Throughout the training process, various callback mechanisms were implemented to 

monitor and optimize the model's learning. These included callbacks for plotting loss curves, 

adjusting learning rates, early stopping to prevent overfitting, and model checkpointing to save 

the best-performing model weights. These callbacks collectively contributed to the iterative 

refinement of the CNN model. 

 

3.7 Evaluation Metrics 
 

3.7.1 Metrics Selection 
 

The assessment of the CNN model's performance in classifying malware images 

transcended conventional metrics, employing a diverse set of custom evaluation measures. This 

section delves into the rationale behind selecting these metrics, each contributing uniquely to a 

holistic understanding of the model's capabilities. 
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3.7.2 Area Under the Curve (AUC) with ROC curve 
 

A comprehensive measure of the model's ability to discriminate between classes, is 

particularly valuable for binary and multi-class classification tasks. 

3.7.3 Precision 
 

The ratio of correctly predicted positive observations to the total predicted positives 

quantifies the model's accuracy in identifying true positives. 

3.7.4 Recall 
 

The ratio of correctly predicted positive observations to the total actual positives, 

emphasizes the model's ability to capture all relevant instances. 

3.7.5 Accuracy 
 

The overall correctness of the model's predictions, providing a general performance 

indicator. 

3.7.6 Specificity 
 

A measure of the model's capacity to correctly identify negative instances, 

complementing recall by focusing on true negatives. 

3.7.7 Conditional Average Metric 
 

An advanced metric that considers the average performance of the model across various 

conditions or subgroups, providing insights into class-specific behavior. 

3.7.8 Sensitivity 
 

A synonym for recall, emphasizing the model's responsiveness to positive instances. 

3.7.9 F1 Score 
 

The harmonic means of precision and recall, offer a balanced evaluation metric that 

considers both false positives and false negatives. 

3.7.10 Holistic Understanding 
 

These diverse metrics collectively provide a comprehensive understanding of the 

model's strengths and weaknesses. AUC and ROC curve analysis offers insights into the 

model's discriminatory power, while precision and recall shed light on its ability to minimize 

false positives and false negatives. Accuracy serves as a general performance gauge, and 

specificity ensures a balanced consideration of true negatives 
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3.7.11 Customization for Malware Classification 
 

The selection of these metrics is specifically tailored to the nuances of malware image 

classification. The intricate nature of malware detection demands a multi-faceted evaluation 

approach that goes beyond simple accuracy, considering the consequences of both false 

positives and false negatives. 

3.7.12 Practical Implications 
 

By incorporating these diverse metrics, the evaluation process extends beyond a binary 

assessment of correctness. It provides a nuanced understanding of the model's performance, 

aiding in the identification of areas for improvement and facilitating informed decision-making 

in real- world deployment scenarios. 

3.7.13 Model Compilation 
 

The compilation of the Convolutional Neural Network (CNN) model is a critical step, 

in defining the model's behavior during training and evaluation. This section provides insights 

into the compilation process, detailing the choice of loss function and metrics tailored to the 

specific challenges posed by malware image classification. 

3.7.14 Categorical Cross-Entropy Loss Function 
 

The CNN model was compiled using the categorical cross-entropy loss function. This 

choice is apt for multi-class classification tasks, such as malware image classification, where 

the objective is to assign a single class label to each image among multiple possible categories. 

Categorical cross-entropy is well-suited for optimizing the model parameters to achieve 

accurate and confident predictions across all classes. 

3.7.15 Specialized Metrics for Malware Classification 
 

In addition to the loss function, a set of meticulously chosen metrics was specified 

during compilation. These metrics are designed to capture the nuances of malware 

classification, going beyond traditional metrics like accuracy. The inclusion of metrics such as 

precision, recall, specificity, and custom measures like AUC with ROC curve reflects a nuanced 

approach to evaluating the model's performance in the context of malware detection. 
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Figure 3.5: Malware Prediction 
 

3.8 Parameters and Hyperparameters 

The training process involves careful tuning of various parameters and hyperparameters. 

3.8.1 Learning Rate 
 

This is a critical hyperparameter that sets the step size for each iteration as it approaches 

the loss function minimum. To modify the rate over epochs, one option is to employ a learning 

rate scheduler. 

3.8.2 Batch Size 
 

This indicates how many samples will propagate via the network in a single pass. To 

guarantee effective training without taxing memory capacity, a compromise is needed. 

3.8.3 Epochs 
 

The number of thorough runs through the training dataset is indicated by this. To 

provide adequate training without leading to overfitting, the number of epochs is specified. 

3.8.4 Loss Function 
 

Categorical Loss function are frequently employed as loss functions for regression 

tasks. 

3.8.5 Regularization Techniques 
 

To ensure that the model generalizes adequately to new data, overfitting is prevented by 

the use of techniques like dropout or L2 regularization. 
 



                                                                                                                                                                      46 
 

 
 

Figure 3.6: Regularization Techniques 
 
 

3.9 Important Libraries and Software Tools 

In this research, Python has been utilized to facilitate preprocessing, analysis, and 

visualization of the final results. High-level programming languages like Python are versatile 

and known for being easy to read. Python is a programming language that supports a wide range 

of paradigms, including procedural, object-oriented, and functional programming. It also has a 

large standard library and a vibrant third-party package ecosystem. As a result, it has become a 

popular choice for a wide range of applications, including machine learning, artificial 

intelligence, web development, and data analysis. 

Pandas and other libraries make it easier to get, clean, and effectively preprocess 

financial data. To produce educational visual aids illustrating past price trends and 

correlations, Matplotlib and Seaborn are widely used. Using machine learning frameworks 

such as TensorFlow, PyTorch, and Scikit-learn,one can create predictive models to analyze 

past data and forecast potential attacks in the future. Regressions and time series analysis are 

two statistical analyses in finance that are performed usingPython's stats model package. Python 

makes it simple to integrate with financial APIs, giving usersaccess to sentiment analysis and 

real-time market data. 
 

For the analysis and display of financial data, many PYTHON libraries are frequently 

used. The libraries used in this study include Pandas, Pandas_dataereader, NumPy, Matplotlib, 

TensorFlow, Keras, and JSON Library. 
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3.9.1 Pandas 

Pandas is a versatile, open-source Python library focused on data analysis and 

manipulation. It offers essential data structures like Data Frames and Series to simplify the 

handling and analysis of structured data. Pandas are widely used in statistics, finance, and data 

science, streamlining tasks such as cleaning, converting, and examining datasets. It is an 

essentialtool for effectively working with structured data in the Python programming language, 

boasting features such as data alignment, fast handling of missing data, and powerful 

manipulation capabilities. 

 

3.9.2 Keras 

Keras is an open-source high-level neural network API that simplifies the process of 

creating, training, and deploying machine learning models. It is known for its easy-to-

understand syntax and abstraction, which allows for the development of intricate neural 

network structures with minimal coding. Initially an independent library, Keras seamlessly 

integrated into TensorFlow, providing a user-friendly interface for building neural networks on 

the TensorFlow framework. Its popularity stems from its flexibility and ease of use, attracting 

both beginners and experienced professionals in the deep learning field. 

3.9.3 TensorFlow 

An open-source framework called TensorFlow is used to create and implement machine 

learning algorithms. Its scalability makes it possible to effectively divide computations among 

several CPUs and GPUs, improving performance. TensorFlow is easy to use and can be 

managed using a variety of computer languages, including Python and Java. Renowned for its 

intuitive interface, ease of use, and strong performance, TensorFlow has become one of the 

most widely used machine learning tools. Additionally, the integration of Keras, a high-level 

neural networks API, with TensorFlow provides a framework for developing other libraries. 
 

3.9.4 NumPy 

An open-source Python toolkit called NumPy is devoted to numerical operations and 

efficient handling of large, multi-dimensional arrays and matrices. NumPy is an essential tool 

for scientific computing and data processing since it provides an extensive set of functions for 

mathematical operations. NumPy is a vital tool for jobs involving linear algebra, statistical 

analysis, and mathematical computations. It is widely used in fields including machine learning, 
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data science, physics, and engineering. NumPy, well known for its effectiveness and 

adaptability,is a fundamental component of numerical computation in the Python environment. 

3.10 Summary 

This chapter outlines how the research design was structured for data collection and 

analysis, focusing on the methodologies and techniques chosen to meet specific research goals. 

It offers a detailed examination of the experimental methods utilized, aiming to provide a 

thorough understanding of how the study was conducted to achieve its objectives. 
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CHAPTER 4 

 
 

RESULTS AND DISCUSSIONS 
 
 

This chapter presents an in-depth analysis of the results obtained from the proposed 

study, focusing on the developed methodology. The chapter begins by detailing the performance 

metrics and outcomes, highlighting key findings and their implications for cybersecurity 

protocols. The chapter concludes with a comprehensive comparison of existing studies. This 

comparison evaluates the proposed approach against established methods, discussing 

improvements in accuracy, detection rates, and overall performance. 

4.1 Overview 

In machine learning and deep learning, model evaluation is an essential process that 

determines how well the trained model performs. The dataset is often split into training and 

testing sets. The model is trained on the training set and then assessed on the testing set to 

validate the performance evaluation of the proposed model. In this chapter, the results of a study 

on detecting malware attacks after training the model on 50 epochs are analyzed. The model is 

evaluated using several measures including training and validation accuracy, F-1 Score, Recall, 

and sensitivity. 

4.2 Accuracy 

Figure 4.1 depicts the training process of a Convolutional Neural Network over 50 

epochs. The smooth curve indicates a stable learning pattern. With a training accuracy of 0.96 

and a validation accuracy of 0.95, the model demonstrates effective training and generalization. 
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Figure 4.1: Accuracy 
 
 

4.3 F1 Score 

Figure 4.2 illustrates the performance of a model trained over 50 epochs, exhibiting 

remarkable smoothness. The training F1 score is 0.94, indicating a robust balance between 

precision and recall on the training set. Similarly, the validation F1 score at 0.93uggests the 

model's ability to generalize effectively to new data, with consistent and reliable performance 

across epochs 

 

Figure 4.2: F1 Score 
 



                                                                                                                                                                      51 
 

4.4 Conditional Average Metric 

The Conditional Averaging algorithm displays a smoothly evolving graph during its 

training, reflecting a stable learning pattern in Figure 4.3. Notably, it achieves a high training 

accuracy of 0.89 and a commendable validation accuracy of 0.88. This consistency suggests the 

algorithm effectively balances its performance on seen and unseen data. The smoothness of the 

graph underscores the algorithm's robustness and reliable convergence during the training 

process. 
 

 
 

Figure 
4.3: 

Conditional Average Metric 
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4.5 Loss 

The loss graph demonstrates a significant reduction from an initial value of 20 at the 

first epoch to a minimal 0.03 by the 50th epoch. This remarkable decrease is attributed to both 

the effectiveness of the model's core architecture and the quality of the training data. Figure 4.4 

illustrates the model's ability to continuously optimize its parameters, converging towards a 

state of minimal loss, indicative of a well-trained and finely tuned model. 

 
 

 
Figure 4.4: Loss 
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4.6 Precision 

Figure 4.5 reveals a precision value of 0.95 for the training set and 0.94 for the validation 

set after 50 epochs. Precision, in this context, signifies the model's accuracy in correctly 

identifying positive instances among its predicted positives. The training precision of 0.95 

indicates a high proportion of true positives among predicted positives during training. 

However, the slightly lower validation precision of 0.94 suggests a potential challenge in 

maintaining this accuracy on new and unseen data. 

 
 

Figure 4.5: Precision 
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4.7 Recall 

Figure 4.6 graph illustrates a training recall of 0.96 and a validation recall of 0.95 after 

50 epochs. Recall, representing the model's ability to capture all positive instances, indicates 

that during training, the model identifies 96% of actual positives. The validation recall of 0.95 

implies a similar capability on new data. While the model shows a good ability to retrieve 

positive instances, there may be room for improvement, especially in generalizing to unseen 

data. 

 
 

 

Figure 
4.6: 

Recall 
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4.8 Sensitivity 

Figure 4.7 indicates a training sensitivity of 0.96 and a validation sensitivity of 0.95 

after 50 epochs. Sensitivity represents the model's capability to identify a high proportion of 

actual negative instances. The training sensitivity of 0.96 reveals the model's effectiveness in 

capturing the majority of true positives during training. With a validation sensitivity of 0.95, 

the model demonstrates consistent recall of new data, highlighting its ability to generalize well. 
 

 
 

Figure 4.7: Sensitivity 
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4.9 Area Under Curve 

The Area Under the Curve (AUC) graph exhibits an impressive performance with a 

training AUC of 0.99 and a validation AUC of 0.98 after 50 epochs shown in Figure 4.8. A high 

AUC value signifies excellent discrimination capability, indicating that the model can 

effectively distinguish between positive and negative instances. The close values between 

training and validation AUC suggest robust generalization, showcasing the model's ability to 

maintain discriminative power on unseen data. 
 

 
Figure 4.8: Area Under Curve 

 
 

Table 4.1 presents a comprehensive visual summary of the performance metrics for the 

classification model, focusing on evaluation criteria: accuracy, F1 score, precision, recall, loss, 

conditional average metric, sensitivity, and area under the curve. The table provides a detailed 

view of the model's performance. The concentration of higher values across all metrics suggests 

that the model is accurate in its predictions. 
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Table 4.1: Experimental Results 
 

 
Sr. 
No 

Title Training Validation 

1 Accuracy 96% 95% 

2 Precision 96% 94% 

3 Recall 96% 95% 

4 F1 Score 94% 93% 

5 Conditional Average Metric 89% 88% 

6 Loss 10% 10% 

7 Sensitivity 96% 95% 

8 Area Under Curve 99% 98% 

 
 

4.10 Comparison with Existing Studies 

The study compares the proposed method with previous techniques to enhance the 

accuracy of cyber threat intelligence in onion services. Analysis using various metrics shows 

that the algorithm is highly accurate, outperforming previous machine and deep learning 

models. By leveraging a deep convolutional neural network, the study achieves superior 

accuracy in detecting malware. 
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Table 4.2: Comparison with Existing Studies 
 

Sr 
No 

Author Name Year Methods Accuracy 

1 Varadharajan et 
al. [32] 

2022 GA’s 93% 

2 Agarap [33] 2017 CNN-

SVM 

GRU- 

SVM, 
MLP-SVM 

85% 

3 Zhong et al [34] 2021 Image Enhancement, 

CLAHE 

96% 

4 Moraliyage et 
al. [56] 

2022 CNN and Grad-CAM 93% 

5 Proposed 
Model 

2024 CNN 96% 

 

 

4.11 Discussions 

The research focused on developing and employing a custom Convolutional Neural 

Network (CNN) designed for malware detection. This CNN, with 39,962,450 tunable 

parameters, was tailored to classify different types of malware, including notable examples such 

as AgentTesla, CoinMinerXMRig, and Dridex.  During the initial phases of training, the model 

performed effectively in learning to recognize these specific malware types. The primary area 

of interest lies in the model’s ability to process images and detect malware at any location within 

the image, ensuring comprehensive identification. This approach demonstrates the potential for 

applying advanced image processing techniques in the detection of malware, contributing to 

enhanced cybersecurity measures.  However, the primary challenge encountered was 

overfitting. This issue arose when CNN excelled in detecting malware from the training set but 

failed to generalize its findings to new, unseen malware samples. Consequently, while the 

model demonstrated high accuracy with known threats, it struggled to maintain the same level 

of performance when confronted with unfamiliar malware.  This limitation highlights the need 

for further refinement in the model to enhance its ability to recognize and handle novel malware 
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threats that were not included in the training data. 

To tackle the issue of overfitting, several innovative techniques to enhance the model's 

performance. The primary strategy involved integrating Dropout into the model's architecture. 

Dropout is a regularization technique that randomly deactivates a subset of neurons during the 

training process. By doing so, it prevents the network from becoming overly reliant on any 

particular feature or set of features. This randomness encourages the model to learn more robust 

representations of the data, as it cannot depend on any single neuron or small group of neurons. 

As a result, the risk of overfitting—where the model performs well on training data but poorly on 

new, unseen data—is significantly reduced. This approach helps in creating a more generalized 

model that can better handle variations in the input data and improve overall performance. 

Implementing Dropout enhances the model's ability to generalize and adapt to diverse and 

unseen data, which is crucial for effective malware detection. 

In addition to integrating Dropout, an early stopping mechanism to further improve the 

model's performance. This technique involves monitoring the model's performance on a 

validation dataset throughout the training process. Training is automatically halted when the 

model's performance on this validation set ceases to improve. By stopping training at this optimal 

point, the model continues to fit excessively to the training data.  

This method helps avoid overfitting, where the model becomes too specialized to the 

training set and loses its ability to generalize to new, unseen data. 

The early stopping mechanism thus enhances the model’s generalization capability, 

ensuring that it maintains a balance between learning from the training data and performing 

well on data it hasn’t encountered before. This approach is crucial for developing a robust model 

that can effectively handle various inputs and improve overall reliability in practical 

applications. 

To enhance the model's performance, a learning rate scheduler is integrated into the 

approach. This scheduler dynamically adjusts the learning rate based on the model's 

performance metrics during training. By modifying the learning rate, the scheduler ensures that 

the model converges more smoothly toward an optimal solution. Specifically, it lowers the 

learning rate when the model shows signs of plateaus or when performance improvements slow 

down, allowing for finer adjustments in the learning process. Conversely, it may increase the 

learning rate if the model is improving rapidly, speeding up the convergence. This dynamic 
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adjustment helps in maintaining an efficient learning pace, addressing issues such as overfitting 

by avoiding large, erratic updates that can destabilize the learning process. As a result, the 

learning rate scheduler contributes to more stable and consistent training, ultimately improving 

the model's ability to generalize well to new, unseen data. This technique ensures that the model 

not only fits the training data effectively but also retains its robustness in diverse real-world 

scenarios. 

The model's accuracy on the malware dataset was 96%. Several criteria were utilized to 

assess accuracy, demonstrating how well the model worked: precision, recall, specificity, and 

F1 score. CNN model outperforms previous studies in terms of accuracy, precision, recall, F1 

score, AUC, and loss, indicating that it is a highly effective model for the task at hand. The 

specific area of the image that malware comprises can vary depending on the type and 

characteristics of the malware. In the context of the CNN model described, the model is 

designed to detect and identify malware at any location within an image, regardless of the area 

it occupies. The detection process aims to ensure comprehensive identification, meaning that 

the model scans the entire image for potential malware, without a fixed or predetermined area 

of interest. This approach allows the model to dynamically pinpoint and classify malware, 

regardless of its position or size within the image. The deep architecture, regularization, and 

balanced metrics make it a strong performer compared to other models in the literature. 

A simple CNN can outperform more complex hybrid models like CNN-SVM, GRU-

SVM, or MLP-SVM in certain scenarios due to a few key factors. Firstly, CNNs are inherently 

designed for tasks like image recognition and pattern detection. Their architecture, with 

convolutional and pooling layers, efficiently captures spatial hierarchies and local dependencies 

in data, especially images. This allows CNNs to automatically learn features that are highly 

relevant to the task, making them very effective even in simpler architectures. 

CNNs can also be considered better than Res-Net in situations where simplicity and 

computational efficiency are key. For smaller datasets or simpler tasks, CNNs provide faster 

training and inference without the complexity of residual connections. They are also easier to 

interpret and require fewer resources, making them suitable for less demanding applications. 

Additionally, CNNs may prevent overfitting more effectively in scenarios with limited data, as 

their simpler architecture avoids excessive parameterization. 

On the other hand, hybrid models like CNN-SVM, GRU-SVM, or MLP-SVM combine 
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the feature extraction power of deep learning models (CNN, GRU, MLP) with the classification 

strength of SVMs. While this combination can theoretically improve performance by leveraging 

the strengths of both techniques, in practice, these models can suffer from increased complexity. 

This added complexity may lead to longer training times, increased risk of overfitting, and 

higher computational resource requirements. Moreover, SVMs are not as efficient in handling 

large-scale data or multi-class problems compared to neural networks, which are inherently more 

scalable and flexible for these tasks. 

Thus, a simple CNN might outperform these complex approaches because it balances 

model complexity and performance effectively. It learns directly from data in an end-to-end 

fashion, avoiding the need to combine separate models, which can introduce inefficiencies. 

By meticulously adjusting the model architecture and integrating these advanced 

techniques, we achieved notable performance enhancements. The implementation of strategies 

such as Dropout, early stopping, and a learning rate scheduler has significantly refined the 

model’s capability. As a result, the model now exhibits improved generalization and accuracy in 

classifying malware images. These refinements have led to a more robust and reliable system, 

capable of better handling diverse and previously unseen data. This progress not only 

strengthens the effectiveness of our specific project but also has broader implications for the 

field of cybersecurity. 

 The advancements contribute valuable insights and methodologies that can be applied 

to similar challenges in cybersecurity, enhancing the overall quality and reliability of malware 

detection systems. By pushing the boundaries of what is possible with current technologies, 

these improvements offer a significant boost to the fight against cyber threats. 
 
 

4.12 Summary 

This chapter provides a comprehensive summary of the results obtained from the 

proposed study, focusing on the accuracy of the developed methodology. It details the 

performance metrics and key findings, highlighting their implications for enhancing 

cybersecurity protocols. The chapter then presents a thorough comparison with existing studies, 

evaluating the proposed approach against established methods in terms of accuracy, detection 

rates, and overall performance. This comparative analysis underscores the improvements and 

advancements made by the proposed method. 
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CHAPTER 5 
 
 

CONCLUSION AND FUTURE WORK 
 
 

 
5.1 Conclusion 

Malware has increased in frequency in recent years, posing a global threat to individuals, 

companies, and digital assets. Even with the wide range of approaches and strategies put out for 

identifying and neutralizing malevolent agents, contemporary automated malware generation 

techniques continue to generate malware that is resistant to current detection technologies. The 

demand for sophisticated and precise malware detection tools has surged as a result. The study 

put forth a cutting-edge deep learning architecture for malware detection. To balance the dataset 

and lessen overfitting, firstly the model's generalization by data augmentation. The VG16 model 

was then employed as a feature extractor. Then, regularization strategies are used as a learning 

rate scheduler, model checkpoint, plot loss call back, and early stop to increase the suggested 

model's efficacy and accuracy. Consequently, the framework demonstrated exceptional 

performance in identifying various malware classes. Applying the suggested model to the 

Malware Image Dataset yielded the experimental findings. 125.004 PNG grayscale pictures that 

were taken from 17 malware families as well as innocuous applications make up the Malware 

Image collection. In this study to find out how crucial the attention module is for malware 

detection. The model's accuracy on the malware dataset was 96%. Several criteria were utilized 

to assess accuracy, demonstrating how well the model worked: precision, recall, specificity, and 

F1 score. These findings show the efficient speed of the suggested model's operation while 

proving its efficacy in correctly categorizing malware. In subsequent research, the aim is to test 

various attention modules to determine which one is the most reliable and effective in terms of 

performance gains. 
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5.2 Future Work 

Future work should focus on addressing the research gap in converting grayscale 

photographs into color images, and exploring advanced techniques and algorithms to enhance 

accuracy and efficiency in this area. Additionally, further research could investigate the 

application of deep learning frameworks in refining cybersecurity protocols, leveraging the 

insights gained from the generated results to develop more robust defenses against evolving 

malware threats. This entails exploring innovative approaches to integrate deep learning into 

real-time threat detection and mitigation strategies, thereby bolstering cybersecurity resilience 

in increasingly complex digital environments. 
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