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In this dissertation, higher order methods have been studied for �nding multiple

Abstract

roots of single variable non-linear equation. We have developed here third, sixth and seventh

order iterative methods for finding multiple roots of non-linear equation that may arise in mod-

is observed that newly developed methods have good comparison with method of same order.

Their e¢ ciency performance is tested on a number of relevant numerical problems.

the method developed by Thota and Shanmugasundaram [1] for determining simple roots.  It 

eling of real world with non-linear phenomena. These multiple root finding methods are based on
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Chapter 1

Nonlinear equations are essential in various scienti�c and engineering �elds, and

their solutions often arise in practical problems. It can be di¢ cult to �nd the roots of

such equations, especially when there are multiple roots involved. Traditional root-�nding

methods, such as the Newton Raphson�s method [2], have been extensively employed to

solve single-root problems e¢ ciently. However, when it comes to multiple-root problems,

these methods may exhibit slow convergence or even fail to �nd all the roots accurately.

To address these challenges, higher-order iterative methods have emerged as powerful tools

to tackle multiple-root problems. Higher order numerical methods are techniques used to

�nd the multiple roots of nonlinear equations with higher accuracy and faster convergence

rates compared to traditional methods. Higher order methods can be advantageous when

dealing functions that have multiple roots.

An iterative method is a mathematical technique used to �nd approximate solu-

tions to nonlinear equations. These methods are based on the idea of iteratively applying

Introduction
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a function to a starting value and then using the result as the new starting value in the

next iteration. The main advantage of these methods is that they can converge on the

solution much faster than traditional methods such as the bisection method or the Newton

Raphson�s method. In recent years, Newton�s method has been modi�ed and generated for

multiple roots, and several iterative techniques have been developed for solving non-linear

equations.

In the last decades, many researchers have proposed less expensive and higher-

order multistep iterative methods for approximating multiple roots of nonlinear equations

using various approaches [3�6]. To avoid the necessity of computing derivatives, some

derivative free iterative methods [7�9] exist in the literature with smooth functions so that

derivatives can be properly approximated by �nite di¤erences.

1.1 Importance of the Study

The construction of higher order techniques for multiple roots of nonlinear equa-

tions is of signi�cant importance in numerical analysis. It provides insights into the behavior

of the equations and helps in understanding the complex interactions of the variables. Mul-

tiple roots occur when a nonlinear equation has the same root repeated multiple times.

E¢ ciently �nding these roots is crucial in various scienti�c and engineering applications.

Higher order methods, such as Newton�s method, secant method, or Brent�s method, can

converge faster to the roots, reducing the number of iterations required and improving com-

putational e¢ ciency. Moreover, they provide better accuracy and stability when dealing

with complex functions or ill-conditioned problems.
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By employing higher-order techniques, numerical analysts can handle a broader

range of nonlinear equations and solve them more reliably. These methods play a funda-

mental role in optimization, curve �tting, control systems, and various simulations that

involve solving nonlinear equations. Due to the lack of analytical methods for solving these

equations, it is only possible to get approximations of the answers by using numerical ap-

proaches based on iterative processes. The challenge of solving non-linear equations by

numerical methods has grown in relevance as a result of technological advancements in

computers. Derivative free methods are based on Ste¤ensen�s method [10] as the �rst step

since multistep methods are typically based on Newton�s phases. Ste¤ensen�s approach to

simple and multiple roots is the foundation for a number of derivative-free procedures. It

is for a family of such multiple root approaches and for simple roots.

1.2 Applications of Nonlinear Equations

A nonlinear equation is a mathematical equation that cannot be expressed in the

form of a linear combination of its variables. These equations are often more di¢ cult to solve

than linear equations, and there di¤erent techniques to approximate their solutions. The

availability of powerful computational tools and new mathematical techniques have made

it possible to solve increasingly complex nonlinear equations, and this has led to many new

insights and advances in these �elds. The solutions of nonlinear equations often have to be

approximated due to the di¢ culty of solving them, and the �eld of numerical analysis deals

with this problem.

Nonlinear equations are essential for addressing real-world situations that involve
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nonlinearity and intricate relationships between variables. Many topics, including popula-

tion growth, economics, chemical reactions, celestial mechanics, nerve physiology, the begin-

ning of turbulence, heartbeat regulation, electronic circuits, cryptography, secure commu-

nications, and many others, are addressed by the theory of non-linear systems. In physics,

nonlinear equations are used to model complex phenomena such as �uid dynamics, wave

propagation, and quantum mechanics. For example, the Navier-Stokes equations, which

describe the motion of �uids, are nonlinear partial di¤erential equations.

In engineering, nonlinear equations are used to design and analyze systems with

nonlinear behavior. This includes control systems, electrical circuits, structural analysis,

and signal processing. Nonlinear optimization techniques are also commonly used in engi-

neering to �nd optimal solutions to complex problems.

In economics, nonlinear equations are used to model the behavior of individuals

and markets. Economic models often involve nonlinear relationships between variables such

as supply and demand, production functions, and utility functions. Nonlinear optimization

methods are also used in economics to �nd optimal resource allocation and pricing strategies.

In computer science, nonlinear equations are used in �elds such as computer graph-

ics, computer vision, and machine learning. Nonlinear optimization techniques are used to

train neural networks, solve pattern recognition problems, and optimize algorithms.

In mathematics, nonlinear equations play a crucial role in various branches such

as algebra, calculus, and di¤erential equations. Nonlinear algebraic equations are used to

solve systems of equations that involve nonlinear relationships between variables. Nonlinear

di¤erential equations are used to model a wide range of phenomena in physics, biology and
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engineering.

These equations are used to model the behavior of economic systems, such as

supply and demand, and to predict the future behavior of these systems. They can also be

used to design optimal economic policies, such as tax policies and monetary policies.

Biological systems frequently involve nonlinear dynamics, such as in population

models, pharmacokinetics, and reaction kinetics in biochemical pathways.

Nonlinear equations are used in image enhancement, denoising, and edge detection,

as well as in processing various types of signals, such as audio and video.

Nonlinear optimization problems are prevalent in machine learning, control sys-

tems, and parameter estimation. Numerical techniques are employed to �nd optimal solu-

tions e¢ ciently.

Quantum chemistry simulations and molecular dynamics often rely on solving

nonlinear equations to study molecular structures and properties.

Climate models involve complex nonlinear interactions between various atmospheric

and oceanic components, and numerical methods are essential to simulate and predict cli-

mate behavior.

Nonlinear control systems require solving equations to analyze the stability and

performance of robots and other automated systems.

In each of these applications, numerical methods play a crucial role in �nding

solutions to nonlinear equations accurately and e¢ ciently, making them indispensable tools

in scienti�c research and engineering.
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1.3 Aim of the study

The research will focus on investigating the mathematical formulation of iterative

methods, computational e¢ ciency, and convergence behavior of these advanced iterative

techniques. Additionally, practical implementation aspects, such as initialization techniques

and stopping criteria, will be carefully examined to ensure reliable and e¢ cient root �nding

in real-world scenarios. The �ndings of this research can have signi�cant implications for

numerical analysts, scientists, and engineers who encounter multiple-root problems in their

work. Ultimately, the goal is to contribute to the advancement of numerical techniques

for nonlinear equation solving and pave the way for more e¤ective and robust solutions in

various application domains.

1.4 Conceptual Framework

The main purpose of this research is to construct iterative technique that helps us

to �nd multiple zeros of non-linear equation. As discussed earlier in detail, it is necessary to

develop such technique in absence of analytical methods. The consequences of this concept

is as follows:

� First of all, basic concepts and de�nitions related to the topic presented in Chapter

2. These details will help us in understanding of next chapters.

� Chapter 3 is devoted for the literature survey. This chapter comprises two sections

which will provide detail study about single step and multistep methods.

� Chapter 4 covered review work about construction and convergence of single step
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and multistep methods for �nding multiple roots of non-linear equations.

� Chapter 5 is composed by modi�ed one step and multi step iterative techniques

developed for �nding multiple roots of non-linear equations through its convergence

analysis. Comparison of numerical solutions shows that newly modi�ed methods are

comparable with the methods existing in literature.

� At the end, Concluding remarks and future directions are given in Chapter 6 which

helps us to carried out this research in further.
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Chapter 2

Basic Concepts and De�nitions

This chapter covered all introductory material that is necessary to understand the

modi�cation of methods that will be presented in next chapters. This chapter comprises

three sections. In section 2.1, basic de�nitions of nonlinear equation, root and types of

roots, in particular multiple roots are given. Since, we are considering here numerical

method which provide us approximate solutions. In section 2.2, the detailed study about

iterative methods, its convergence order is provided. Thus, there is great importance of

understanding about errors which will be discussed in section 2.3.

Here, we present some basic de�nitions and concepts [2, 11] which we will use

throughout the dissertation.
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2.1 Basic De�nitions

Nonlinear equation are those equations whose graphs are not straight lines. An

equation in single variable � in the form of

h(�) = 0 (2.1)

where h(�) is nonlinear function called nonlinear equation. These equations can be catego-

rized as algebraic equations and transcended equations, where h(�) is a nonlinear algebraic

equations or transcendental function.

Algebraic Equation

An algebraic expression in mathematics is an expression which is made up of

variables and constants, along with algebraic operations (addition, subtraction, etc.).

an�
n + an�1�

n�1 + an�2�
n�2 + :::::+ a1� + ao = 0; an 6= 0:

The equation (2.1) is called an algebraic equation if it is purely a polynomial in

"�": e.g.,

�3 + 5�2 � 6� + 3 = 0

is polynomial of degree three.

Transcendental Equation

The equation (2.1) is called an transcendental equation if it contains Trigonometric,

Inverse trigonometric, Exponential, Hyperbolic or Logarithmic functions. e.g.

� a�2 + log (� � 3) + e� sin � = 0
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� 3�� cos � � 1 = 0

As we have discussed in chapter no.1, that nonlinear equations has many appli-

cation in real life. But at the same time, it is known that no analytical and algebraic

formula/method does not exist to solve such a huge number of problem that we may face

in our practical life.

In this situation study of numerical analysis helps us to solve these problems

by providing approximate methods which work iteratively. In the problem of �nding the

solution of an equation, an iteration method uses as initial guess to generate successive

approximation to the solution.

Root of an Equation

Consider h (�) = 0 is a nonlinear equation. When a real number � = t solves the

equation. It is referred as the root. For example �2 � 9 = 0 is an equation having root 3

and �3.

Distinct Root

Distinct roots refer to the individual and separate values that satisfy a given equa-

tion. In the context of polynomial equations, distinct roots mean that there are no repeated

or duplicated solutions.

In a quadratic equation of the form ax2+bx+c = 0, the discriminant, � = b2�4ac,

determines the nature of the roots. If the discriminant is positive (� > 0), the equation has

two distinct real roots. If the discriminant is zero (� = 0), the equation has two equal real
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roots. And if the discriminant is negative (� < 0), the equation has two distinct complex

roots.

Similarly, in higher-degree polynomial equations, distinct roots mean that no two

roots have the same value. For example, a cubic equation may have three distinct real roots

or one real root with two complex roots.

When discussing distinct roots, it is important to note that even if the roots have

di¤erent numerical values, they may still have some algebraic relationships or symmetries

depending on the equation�s coe¢ cients and structure.

Multiple Root

A multiple root also known as a multiple point or repeated root, is a root, with

multiplicity of m � 2, of h (�) = 0: The given nonlinear equation (2.1) which has multiple

root t with known multiplicity m may be expressed as follows:

h (�) = (� � t)m g (�)

As an illustration, 1 is a multiple (double) root of nonlinear equation (� � 1)2 = 0:

In the polynomial (� � 1)(� � 1)(� +2) , the factor (� � 1) appears twice, the root

is multiple and one root is distinct at � = 5. It is also known as the double root because it

only happens twice. Just at the root, the graph of polynomials with a double root touches

along the � -axis before turning.

The shape of a polynomial�s graph depends on how many roots there are. Specif-

ically, the graph will cross along the � -axis at the root if the multiplicity of a polynomial�s

roots is odd. When a polynomial�s root has an even multiplicity, the graph touches along
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the � -axis there but is not extended beyond it. The graph �attens down more and more at

the root as the root�s multiplicity rises close to this root because it is not a simple root.

2.2 Iterative Method

An iterative method is a mathematical technique used in computational mathe-

matics to produce a series of improved approximations to a class of problems, where the

nth approximation is generated from the preceding ones. The term �Iterative Method�refers

to a wide range of techniques that use successive approximations to obtain more accurate

solutions to a linear system at each step. A mathematical approach to problem-solving

known as the iterative method produces a series of approximations. This approach can be

used to solve problems with a high number of variables that are both linear and nonlinear.

The approach of solving any issues of nonlinear system with consecutive approximations

at each step is referred to as iterative or iteration. Iterative methods are divided into two

categories: single step iterative methods and multistep iterative methods.

Single Step Method

In single step method, the solution is obtained using the solution at only one

previous point.

Multi Step Method

In multistep methods, the solution at any point "�" is obtained using the solution

at a number of previous points.
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A quadratically convergent method for �nding simple and multiple roots of a

nonlinear equation is the Newton Raphson�s method (2.2). This method is based on the

idea of �nding the root of a function by linearizing the function around a starting point then

�nding the intersection of the linear approximation and the � -axis. The Newton Raphson�s

method can converge to the root much faster than the bisection method, but it requires

that the function and its derivative to be known. Additionally, if the initial guess is not

close enough to the root, the method may not converge. Iterative algorithms at their core

operate on an approximation of the answer repeatedly until it converges to its exact value,

that is until it produces the desired result. This "convergence" happens when subsequent

approximations get closer and closer until they eventually reach the same value or values

very close to it, indicating that the solution to your problem has been discovered.

One of the most popular third order iterative technique is an extension of the

�xed-point iteration method, which is used to accelerate the convergence of �xed-point

iteration method [2]. The method can be used to �nd the root of a nonlinear equation

by using the function value at the current iteration and the function value at the previous

iteration to estimate the error. This third order iterative technique is known as Ste¤ensen�s

method [10].

Taylor Series

Taylor series [2] can be used to approximate the behavior of physical systems in

the vicinity of a particular point. This can be useful in the design of control systems, where

it is important to know how a system will respond to small changes in input. In addition

Taylor series are also used in optimization problems, such as image processing and machine
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learning. Taylor series can be used to approximate the behavior of a function near a given

point, which can be useful for �nding the best solutions to these problems. It is important

to note that the Taylor series only provides an approximation of the function, it is only valid

in a neighborhood of the expansion point, the Taylor series will converge to the function as

the number of terms increases.

In conclusion, Taylor series is a powerful tool in mathematics that allows for the

approximation of nonlinear functions in a neighborhood of a point. It is widely used in the

�eld of numerical analysis, physics and engineering, optimization problems and many more.

Taylor series can be used to approximate the behavior of physical systems, �nd approximate

solutions to nonlinear equations and optimize the performance of control systems. It is an

important to note that Taylor series only provides an approximation of the function and

it is only valid in a neighborhood of the expansion point. Given h (�) ; smooth function,

Expand it at point � = t then

h (�) = h (t) + (� � t) h0 (t) + (� � t)
2

2!
h00 (t) + :::

h (�) =
1X
k=0

(� � t)k

k!
hk (�)

This is called Taylor�s series of "h" at "t":

2.3 Study of Errors

Error is the di¤erence between a true value and an approximate value in practical

Mathematics.

The concerns surrounding error correction and feedback, such as the causes of

errors, strategies for lowering error rates, and e¢ cient techniques for providing feedback,
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are critical components of scienti�c research. These signi�cant di¢ culties have been taken

into account by researchers throughout the previous few decades.

It can be seen that numerical approximate solution to mathematical problems

generally contains error. The study of an error is an important part of this coarse because

they help us to know how accurate are the numerical results. In numerical computation,

there are three basic types of errors. Mathematically error in the numerical computation

is the absolute di¤erence between the actual solution of the problem and the approximate

solution.

en = �n � t

where e =absolute error, � =approximate solution, t = exact solution.

Types of Error

There are three types of errors.

i. Inherent error

ii. Truncation error

iii. Round o¤ error

i. Inherent Error

When the mathematical model equation is developed. These are the mistakes that

are present in the problem statement. The numerical analyst may be presented a problem

that already contains certain data. Inherent errors are mistakes that are present just by

reading the problem description.
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Let 1=3 and � be two exact numbers and their approximate numbers are � = 0:3333

and y = 3:1416: The algebraic operation can be performed in between these two approximate

numbers, according to this the error will introduce in the �nal result.

ii. Truncation Error

These errors are the result of trying to solve the problem via an estimate rather

than the exact one, �nite number of values can be taken for the term � ; the error get

introduced for not considering the remaining terms.

This error usually occurs when the mathematical functions be like

e� = 1 + � +
�2

2!
+
�3

3!
+ ::::::+

�n

n!
+ :::::1

whose in�nite series expansion exist, are used in calculations for calculating the

value of the function.

If we want a number that approximate e� = 1 + � + �2

2! +
�3

3! + ::::::: + ::
�k

k! + E;

where E = �k+1

(k+1)! + ::: is the truncation error introduced in the calculation.

iii. Round-o¤ Error

The numbers that involved in�nite number of digits in the decimal expressions is

used in the calculations. The round-o¤ error is the discrepancy between a number�s approx-

imate value and its exact (right) value when it is employed in a calculation. The discrepancy

between the true value of an irrational number and the value of rational expressions. For

example, the rational numbers like 1=3; 22=7; 8=9 etc is round-o¤ error in numerical analysis.
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Errors Measurement

There are following ways to measure errors

i. Absolute Error

ii. Relative Error

iii. Percentage Error

i. Absolute Error

The di¤erence between the actual value t and the approximate value � is known

as absolute error �t:

�t = jt� � j

ii. Relative Error

The ratio of absolute error and relative error of the measurement. where, �t is

absolute error and t is the actual error. The relative error is represented by �t and is called

the relative error in �t = j�tj
jtj :

iii. Percentage Error

It is the di¤erence between estimated value and the actual value of and in com-

parison of actual value and can be expressed in the form of percentage

�t% =
jt� � j
jtj � 100

The percentage error in t is 100 times its relative error and can also be written as

percentage error in t = �t� 100%:
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Local Error

This is the error after ith step. where i = 0; 1; :::n� 1

ei = � i � t

The Local error is the error introduced during one operation of the iterative process.

Global Error

The error at nth step en = �n � t is called global error which is the accumulation

error over many iterations.

Accuracy

Accuracy means how close are our approximations from exact value.

Order of Convergence

Let f� o; �1; :::; �n; :::g be a sequence of iterates converging to t and en = �n � t be

the nth iterate error. If there exists a real numbers p 2 R+�f0g such as the following error

equation holds [4]

en+1 = �e
p
n +O

�
ep+1n

�
then p is called order of convergence, where � or j�j is called the asymtotic error constant.
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Asymptotic Error

Let h(�) be a real function with a simple root "t" and let f�ng be the sequence of

real numbers that converge towards t. The order of convergence p is given by [9]

lim
n!1

�n+1 � t
(�n � t)p

= � 6= 0

where � is the asymptotic error constant and p 2 R+ � f0g:

E¢ ciency Index

Let k be the number of functional evaluations used to proceed an iterative method.

The e¢ ciency of the iterative method is measured by the concept of e¢ ciency index and it

is de�ned as [9]

E = p
1
k

where p is the order of convergence of the iterative method.

Error Equation

Let t be a solution of an equation h (�) = 0, �n and �n+1 be any two subsequent

numerical iteration that are close to the root t; en and en+1 be their coincidence errors, i.e.

en = �n � t be the nth step error. The error equation [11] usually given as:

en+1 = Ce
p
n +O

�
ep+1n

�
This given equation describe that the numerical algorithm has order of convergence p: A

sequence f�ng is linearly convergent if p = 1, quadratic order if p = 2 and is order of

convergence p if

en+1 � epn
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Stopping Criteria of Numerical Method

The stopping criteria of a numerical method are conditions that determine when

to halt the computation and consider the solution to be su¢ ciently accurate. These criteria

depend on the speci�c method used and the problem being solved.

Here are some commonly used stopping criteria:

1. Convergence of the solution: Many numerical methods aim to converge to an

exact solution or to a solution within a speci�ed tolerance. The stopping criteria may

be based on a predetermined tolerance level, where the computation is stopped once the

solution is within the desired tolerance.

2. Maximum number of iterations: Some numerical methods involve iterative

processes that repeat until a solution is found. In such cases, a maximum number of

iterations may be de�ned as a stopping criterion. If the solution has not converged within

the speci�ed number of iterations, the computation is terminated.

3. Residual error: The residual error is a measure of how much the computed

solution deviates from satisfying the governing equations. A stopping criterion based on

the residual error can be used, where the computation is halted once the residual falls below

a speci�ed threshold i.e.,

jh (�n) j < "

4. Change in the solution: Another stopping criterion is based on monitoring the

change in the solution between consecutive iterations. The computation can be stopped if

the change in the solution falls below a certain threshold, indicating that the solution is not
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signi�cantly changing anymore.,

j�n � �n�1j � "

5. Physical bounds: In some numerical methods, the solution variables may have

physical constraints or bounds. A stopping criterion can be based on checking if the com-

puted solution violates any of these bounds. If a violation occurs, the computation can be

halted.

It is important to choose appropriate stopping criteria that balance accuracy and

computational e¢ ciency. The criteria should be tailored to the speci�c problem being solved

and take into account any constraints or requirements of the problem.

Computational Order of Convergence

The sequence f�ngn>0 is de�ned as the computational order of convergence and is

de�ned by [34]

�n =
ln jen+1=enj
ln jen=en�1j

;

where �n�1; �n and �n+1 are three iterations near the exact root t and en = �n � t:

Iterative Methods for Nonlinear Equations

The root-�nding process the Newton�s method in numerical analysis, which pro-

duces progressively improved approximations to the numerous roots of a nonlinear equation,

is given by

�n+1 = � (�n)
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Raphson�s method that is given as

�n+1 = �n �
h (�n)

h0 (�n)
(2.2)

Using consecutive approximations, Newtons�s method is a method for resolving equations of

the form (2.1): The goal is to choose an initial guess � o that is relatively close to zero of h(�)

can be acheived by using famous theorem of real analysis "Root location Theorem" [12].

Then, at a new and better prediction of �1; we determine the equation of the line tangent

to y = h (�) at � = � o:

An example of iterative method for �nding roots of nonlinear equation (2.1), is Newton
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Chapter 3

As we are focusing on iterative methods for �nding multiple roots of nonlinear

equation (2.1). Thus we shall study literature accordingly. A large number of di¤erent

iterative methods for �nding multiple roots of nonlinear equations [4, 5, 8, 9, 18, 19, 22, 23,

27,30,31] exist in the literature either �nding the roots one at a time. Most of them yields

accurate results only for small degree or can treat only special polynomials, e.g. polynomials

with real or complex roots.

3.1 Single Step Iterative Methods

Single Step Newton�s Method

� In existing literature, there are di¤erent methods for computing a multiple zero of a

nonlinear equation (2.1) the most very well known of these methods called the classical

Newton�s method. The well -known Newton�s method for �nding multiple roots [2] is

Literature Study
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given by

�n+1 = �n �m
h(�n)

h0(�n)
; n = 0; 1; 2::: (3.1)

that under certain conditions have quadratic convergence.

Single Step ste¤ensen�s Method

� The Newton�s method has been modi�ed in a number of ways to avoid the use of deriv-

atives without a¤ecting the order of convergence. Used (3.1) replace the derivative

with forward approximation

h0 (�) � h (�n + h (�n))� h (�n)
h (�n)

so, (3.1) becomes

�n+1 = �n �
h (�n)

2

h (�n + h (�n))� h (�n)
(3.2)

is known as Ste¤ensen�s method [10]. This method has quadratic convergence instead

of derivative free and used two functional evaluations per step.

Newton Type Method

� In 2009, Homeier H.H.H. [3] obtained a Newton Type Method. It is well known

method of multiple zeros t of nonlinear equation of the form (2.1) which has locally

cubic convergence which is modi�cation of Newton�s method (3.1). The modi�ed

linear function is as follows:

�a;b;c (�) = � � c
h (�)

h0 (�)
�
h
�
� + a h(�)

h0(�)

�
bh0 (�)

: (3.3)

Following theorem shows that the method given in (3.3) has convergence order three

with the given values of parameters a; b and c:
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Theorem: Let h : � ! (� � t)m exp (g (�)) be a real or complex function of a single

real or complex variable � with multiple zero t; of order m that is su¢ ciently smooth

such that for

a 6= 0;�m;

b = b (a) =
1

m

�
1 +

a

m

�m a2

a+m

and c = c (a) =
m

a2
�
a2 � a�m

�
the iteration function (3.3) is three times continuously di¤erentiable in some neigh-

borhood of the zero x� such that for
����000a;b;c (�)��� 6 M for some constant M in that

neighborhood. Then, the iterative scheme �n+1 = �a;b(a);c(a) (�n) converges cubically

to t in a neighborhood of t and for the errors en = �n � t; we have

en+1 = �
1

2

(m+ a)2 g00 (0) +
�
�2 � 2�� 3m

�
(g0 (0))2

m2 (� +m)
e3n +O

�
e4n
�
:

� In 2012, Janak Raj Sharma and Rajni Sharma. [13] considered the Chebyshev-Halley

type method [14]

�n+1 = �n �
�
1 +

L (�n)

1� �L (�n)

�
h (�n)

h0 (�n)
; � 2 R; (3.4)

where; L (�n) =
h(�n)h00(�n)

2h0(�n)
2 : This method is of third order of convergence for simple

roots and satis�es the following error equation

en+1 =
��
2� �A22 �A3

��
e3n +O

�
e4n
�
; where An =

1

n!

h(n) (t)

h0 (t)
; n = 2; 3:::

Sharma and sharma using (3.4) generated new iterative method using (3.4) as

follows:

� (�) = � �
�
� +

L (�n)

1� �L (�n)

�
h (�n)

h0 (�n)
;
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Following values of parameters are obtained through errror analysis method by setting

the coe¢ cients of di¤erent powers of en as zero.

� 6= 2m

m� 1 ;

� =
1

4

�
� (m� 1)2 � 2m (m� 3)

�
;

 =
1

4
(� (m� 1)� 2m)2 ;

and the author obtained the error equation as follows:

en+1 =

"
� (m+ 1)2 � 2m (m+ 3)
2m2 (� (m� 1)� 2m) �

2
1 �

�2
m

#
e3n +O

�
e4n
�
;

Then the modi�ed method for �nding multiple roots of nonlinear equation will be as

follow:

�n+1 = �n �
"
1� L (�n) +

2 (2m� 1)2 L (�n)2

(m3 � 3m+ 2)� 2 (m2 � 4m+ 1)L (�n)

#
h (�n)

h0 (�n)
:

Derivative Free Iterative Method for Finding Multiple Roots

� In 2008, Parida and Gupta [15], proposed a new transformation of iterative method

for �nding multiple roots of nonlinear equations of the form (2.1). The proposed

method is based only function values as well as derivative free which overcomes the

di¢ culties of �nding derivative of nonlinear functions is given as which is continuous

di¤erentiable for an equation h(�) = 0, on a given interval (a; b) for any � 2 (a; b) :

Parida and Gupta [15] presented a transformation of nonlinear function as follows:

G (�) =

8>><>>:
h(�)2

�+h(�+h(�))�h(�) ; if h (�) 6= 0

0; if h (�) = 0

(3.5)



27

where � = signfh (� + h (�))� h (�)gh (�)2 ; which reduces the multiple zero t of h (�)

to simple zero of G (�) : Then a quadratically convergent modi�ed Ste¤ensen�s method

is used which is as follows:

�n+1 = �n �
G (�n)

2

�G (�n)
2 +G (�n +G (�n))�G (�n)

, n > 0,

where the parameter � should be chosen such that the denominator is non-zero. To

overcome the problem of existing transformation mentioned above, Beong In Yun [7]

proposed a new transformation of h (�) for " > 0 in 2009, as follows:

H" (�) =
"h (�)2

h (� + "h (�))� h (�) ;

which also reduces the multiple zero to simple zero.

� In 2022, Himani Arora et al. [8] presented a single step derivative free iterative method

of optimal second order family of Ste¤ensen�s method (3.2) for m > 2; as follows:

�n+1 = �n �mH (sn) , n = 0; 1; 2; :::; (3.6)

where sn =
h(�n)
h[�n;vn]

; �n = �n+�h (�n) ; vn = �n��h (�n) ; � 2 R; � 6= 0; As H (s) is

the weight function of the variable s = h(�)
h[�;�] : In following theorem Himani Arora illustrates

that the scheme (3.6) attains its maximum second order of convergence for all � � R; � 6= 0:

Theorem: Let us assume �=t (say) as multiple zero of multiplicity m � 2 of the

analytical function � : | � C ! C; being | a neighborhood of t. Then above scheme has

the second order of convergence, when H (0) = 0;H 0 (0) = 1; jH 00 (0)j <1 and satis�es the

error equation as given by

en+1 =

�
1

m
�1 �

H 00 (0)

2m

�
e2n +O

�
e3n
�
:
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3.2 Multistep Iterative Methods

In this section, multi step iterative methods for �nding multiple roots of nonlinear

equations will be studied. A multi step method �nds solution of a nonlinear equation using

solution at a number of previous points.

� In 2011, Li et al. [16] proposed a �fth order iterative method for �nding multiple roots

of nonlinear equation h (�) = 0 by using following transformation from [17]

f (�) =

8>><>>:
h(�)
h(�) if h (�) 6= 0

0 if h (�) = 0

(3.7)

given as 8>>>>>><>>>>>>:

yn = �n � f(�n)
f0(�n)

;

zn = yn � f(yn)
f0(�n)

;

�n+1 = zn � f(zn)
f0(zn)

;

(3.8)

where

f0 (�n) �
f [�n + f(�n)]� f(�n)

f(�n)
(3.9)

and

f0 (zn) � f [�n;yn] + f [zn;�n; �n] (zn � yn) ; (3.10)

Rahma Qudsi et al. modi�ed method (3.8) by using transformation (3.7) of given

nonlinear function and approximations of derivatives as central di¤erence instead of

forward di¤erences as given below:

h0 (�n) =
h (�n + h (�n))� h(�n � h (�n))

2h (�n)
; (3.11)
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The modi�ed method for �nding multiple roots of nonlinear equation using (3.7) and

(3.11) is presented by Rahma Qudsi [9] as follows:8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:

yn = �n � 2f2(�n)
f(�n+f(�n))�f(�n�f(�n)) ;

zn = yn � 2f(�n)f(yn)
f(�n+f(�n))�f(�n�f(�n)) ;

�n+1 = zn � f(zn)D
C ;

where; C = 2 (zn � �n)2 f (�n) (f (zn)� f (yn)) + 22f (�n) (f (zn)� f (�n))

� (zn � �n) f (�n + f (�n)� f (�n � f (�n))) (zn � yn)2 ;

D = 2 (zn � yn) (zn � �n)2 f (�n) ;

(3.12)

The error equation given below shows that the method [9] has order of convergence

six i.e.,

en+1 =
2

m7
�31
�
�21 +

�
�21 � 2�2

�
m+

�
2�21 � 4�2

�
m3
�
e6n +O

�
e7n
�
:

� In 2015, Hueso José L et al. [18] proposed another multistep iterative method for new

families of nonlinear equations of the form (2.1) as follows:8>><>>:
yn = �n � b h(�n)h0(�n)

;

�n+1 = �n �
�
s1 + s2h (yn; �n) + s3h (�n; yn) + s4h (yn; �n)

2
�
h(�n)
h0(�n)

;

(3.13)

where h (�n; yn) =
h(yn)
h0(�n)

;and b; s1;s2; s3;s4 2 R: They proved the following error equa-

tion satisfy the two step iterative method (3.13).

en+1 =
1

3m5(2 +m)5
(128m+ 288m2 + 352m3 + 368m4 + 312m5 + 178m6

+62m7 + 12m8 +m9 � 192s4)�31 � 3m4 (2 +m)
5 �1�2

+3m6 (2 +m)3 �3e
4
n +O(e

5
n):
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This error equation shows that the method (3.13) has optimal order of convergence,

i.e four.

� In 2009, Shengguo Li et al., [6] consider following iteration function for investigating

the multiple roots of nonlinear equation,8>><>>:
yn = �n � �un

�n+1 = �n � �h0(�n)+h0(yn)
h0(xn)+�h0(yn)

un

(3.14)

where un =
h(�n)
h0(�n)

:

The method (4.24) works as an iterative method for �nding simple zero, if the values

of parameters used as follows:

� = 2
3 ; � = �1

2 ;  = �3
2 and � = �3: which is the jarratt fourth order method.

Shengguo found another set of values of parameters �; �;  and � which enables (4.24)

to �nd multiple roots of nonlinear equations as follows:

� =
2m

m+ 2
; � = �

�
m

m+ 2

��m
; � = �m

2

2
and  =

1

2

m (m� 2)�
m
m+2

�m :
Thus the modi�ed multistep iterative method having fourth convergence order given

as: 8>><>>:
yn = �n � 2m

(m+2)un;

�n+1 = �n �
1
2
m(m�2)( m

m+2)
�m

h0(yn)�m2

2
h0(�n)

h0(�n)�( m
m+2)

�m
h0(yn)

un:

(3.15)

The error equation of method (4.24) is given by author as follows:

en+1 = K4e
4
n +O

�
e5n
�
;

where,

K4 =
m3 + 2m2 + 2m� 2
3m4 (m+ 1)3

�31 �
�1�2

m (m+ 1)2 (m+ 2)
+

m�3

(m+ 1) (m+ 3) (m+ 2)3
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Shengguo�s method is considered to be more e¢ cient than Newton�s method because

it requires fewer function evaluations per iteration. While Newton�s method requires

one functional evaluation and two �rst-order derivatives per iteration, Shengguo�s

method only requires two �rst-order derivatives and one functional evaluation per

iteration. The e¢ ciency index of an iterative method is given by p1=w, where p is the

order of convergence and w is the number of function evaluations per iteration. In

this case, Shengguo�s method has an e¢ ciency index of 3
p
4 which is approximately

1.578, while Newton�s method has an e¢ ciency index of
p
2 which is approximately

1.414. Therefore, Shengguo�s method is considered to be more e¢ cient than Newton�s

method in terms of the e¢ ciency index.

� In 2018, Fiza Zafar et al. [19] presented the following root �nding using weight func-

tions H; P; G and L :8>>>>>><>>>>>>:

yn = �n �m h(�n)
h0(�n)

; m > 0;

zn = yn �munH (un) h(�n)h0(�n)
;

�n+1 = zn � unP (un)G (vn)L (wn)
h(�n)
h0(�n)

;

where the weightfunctions P;G and L; H : C ! C are analytical functions in a

neighborhood of 0 with un =
�
h(yn)
h(�n)

� 1
m
;and vn =

�
h(zn)
h(yn)

� 1
m
and wn =

�
h(zn)
h(�n)

� 1
m
:

Eighth order of convergence is obtained and it satis�es the error equation as given
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below

en+1 =
1
48m

8�1
�
�21 (m�H2 + 9)� 2m�2

�
[(14m3 �G3LoPo (H2 � 9)2

�m2 (G3LoPo + 12H2 � 144) + 2m(161� 48H2 + 3H2
2 + 4H3 � 9G3LoPo

+G3H2LoPo))�
4
1 � (4m12m2 +G3 (H2 � 9)LoPo �m (�72 + 6H2 +G3LoPo))�21�2

+4m2 (6m�G3LoPo) �22 + 24m3�1�3]e8n +O
�
e9n
�
:

where �n = m!
(m+n)!

h(m+n)(t)

h(m)(t)
; n = 1; 2; 3::: and en = �n � t:

� In 2011, Xiaojian Zhou et al. [20] proposed two step higher order iterative method8>><>>:
yn = �n � � h(�n)

h0(�n)
;

�n+1 = �n �Q
�
h0(yn)
h0(�n)

�
h(�n)
h0(�n)

;

As � is the parameter and the function Q (:) � C2 (R) : Let h0(yn)
h0(�n)

= u + v, where

u = �m�1: where � = 1 � �
m and v = h(�n)

h0(�n)
� u has same order of en: The error

equation can be written as

en+1 = en �Q
�
h0(yn)

h0(�n)

�
h(�n)

h0 (�n)
;

en+1 =

�
1� Q(u)

m

�
en �

�
1

m2
Q(u)� (m�+ � � 2m)��

m)

m2 (m� �)2
Q0(u)

�
�1e

2
n

+(p1�1 + p2�2) e
3
n +O(e

4
n):

The order of convergence is four and e¢ ciency index is 4
1
3 = 1:587:

� In 2015, Munish kansal et al. [21] considered the following iterative schemes8>><>>:
�n+1 = �n �m h(�n)

h0(�n)
;

�n+1 = �n � (m� 1) h
0(�n)
h00(�n)

;
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To present the modi�ed iterative method. By taking arithmetic mean of above ex-

pressions, we get

�n+1 = �n �
1

2

�
m
h (�n)

h0 (�n)
+ (m� 1)m h (�n)

h0 (�n)

�
; (3.16)

The modi�ed technique has quadratic convergence and satis�es the next error equation

en+1 =
�1e

2
n

m� 1 +O
�
e3n
�
:

The author also supposed a quadratically convergent technique

�n+1 = �n � (m� 1)
h0 (�n)

h00 (�n)
;

and well-known schroder method for multiple roots

�n+1 = �n �
h (�n) h

0 (�n)

h02 (�n)� h (�n) h00 (�n)
;

Again taking arithmetic mean of above both equations,

�n+1 = �n �
1

2

�
(m� 1) h(�n)

h0(�n)
+

h (�n) h
0 (�n)

h02 (�n)� h (�n) h00 (�n)

�
; (3.17)

which satis�ed the next error equation

en+1 =
�1e

2
n

m(m� 1) +O
�
e3n
�
:

The author also proposed a family to construct a multipoint methods of third order

method free from second order derivative,8>><>>:
yn = �n � � h(�n)h0(�n)

; ; where � = 2m
m+2

�n+1 = �n � 1
2

�
m
h(�n)
h0(�n)

+ 2m(m�1)h(�n)
(m+2)(h0(�n)�h0(yn))

�
;
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and satis�es the error equation given below

en+1 =
1

2

0B@1 + 2 (�1 +m)m

(2 +m)
�
2
�

m
2+m

�m
+m

�
�1 +

�
m
2+m

�m��
1CA en +O �e2n� :

In order to improve the order of convergence, Munish put free disposable parameters

a1 and a2 and obtain,

�n+1 = �n �
1

2

�
m
�h(�n)

h0(�n)
+

�m (m� 1) h (�n)
(m+ 2) (h0 (�n)� h0 (yn))

�
;

By solving through Mathematica 9, It is cubically convergent and satis�ed the error

equation

en+1 =
2
�
�1 +

�
m
2+m

�m�
�21

m2
�
m
�

m
2+m

�m
+m

�
�1 +

�
m
2+m

�m��e3n +O �e4n� :
for 8>><>>:

� = 1
2

�
4� 2m+m2

�
�1 +

�
m
2+m

��m��
� =

�( m
2+m)

�m
(2+m)(2( m

m+2)
m
+m(�1+( m

2+m)
m
))
2

4(�1+m)

The author also discussed frequently used iterative methods for solving single variable

non-linear equations.8>><>>:
yn = �n � 2m

m+2
h(�n)
h0(�n)

;

�n+1 = �n � 1
2

h
a1mh(�n)
h0(�n)

+ 2a2m(m�1)h(�n)
(m+2)(h0�n�h0(yn))

i
Q
�
h0(yn)
h0(�n)

�
;

(3.18)

Theorem: Let h : D � R! R be a su¢ ciently smooth function de�ned on an open

interval D, enclosing a multiple zero of h (�), say � = t with multiplicitym > 1. Then

the family of iterative method de�ned by (3.18) has fourth order convergence when8>>>>>>>>>>><>>>>>>>>>>>:

Q (�) = 1;

Q0 (�) = 0;

Q00 (�) =
m4( m

2+m)
�2m
(�1+( m

2+m)
m
)

4(2( m
2+m)

m
+m(�1+( m

2+m)
m
))
;

jQ000 (�)j <1



35

when � =
�

m
m+2

�m�1
. The error equation given next is obtained,

en+1 =

�
p1c

3
1 � p2c3

�
3m9 (2 +m)2 (2pm +m (�1 + pm))2

e4n +O
�
e5n
�
;

where, p = m
m+2

p1 = (2 +m)
2(128Q000 (�) p5m � 4m6 (�3 + pm) + 128Q000 (�)mp4m (�1 + pm)

+m10 (�1 + pm)2 + 32Q000 (�)m2p3m (�1 + pm)2 + 8m5pm (�6 + 5pm)

+8m7
�
�1 + pm + p2m

�
+m9

�
2� 8pm + 6p2m

�
+ 2m8

�
1� 6pm + 7p2m

�
):

p2 = 3m
8 (2 +m)2

�
2pm +m

�
�1 + pm

��2
c1c2 + 3m

10 (2pm +m (�1 + pm))2 :

By using weight function order of convergence will reach the optimal order four.

� In 2020, Francisco I Chicharro et al. [22] introduced an iterative scheme of multiple

roots has three order of convergence for triparametric family

�n+1 = �n �H (�n)
h (�n)

h0 (�n)

where weight function and its variable are given by

H (�n) = H (�n; b1;b2; b3) = b1m+
b2

1� b3�n
;

�n =
h (�n) h

00 (�n)

h0 (�n)
2 ;

Francisco has obtained the following error equation

en+1 =

24
�
�m (m+ 3) + (m+ 1)2 b3

�
�21 + 2m (m� (m� 1) b3) �2

2m2 (�m+ (m� 1) b3)

35 e3n +O �e4n� ;
where �n =

m!h(m+n)(t)

(m+n)!h(m)(t)
; n = 1; 2; :::; and en = �n � t denotes the error in each

iteration.
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� In 2013, Ranjider Thukral. [23] proposed a multi point iterative method for six order

of convergence expressed as follows:8>>>>>>>>><>>>>>>>>>:

yn = �n �m h(�n)
h0(�n)

;

zn = �n �m h(�n)
h0(�n)

3X
n=1

n
�
h(yn)
h(�n)

� n
m
;

�n+1 = zn �m h(�n)
h0(�n)

�
h(zn)
h(�n)

�m�1 ( 3X
n=1

n
�
h(yn)
h(�n)

� n
m

)2
;

Ranjider thukral obtained error equation of the above scheme as follows:

en+1 = 2
�2m�5�1

�
m�21 + 3�

2
1 � 2m�2

� �
m�21 + �

2
1 � 2m�2

�
e6n + :::

The author also proposed another multi point iterative method of �fth order conver-

gence as given in following form;8>>>>>>><>>>>>>>:

yn = �n �m h(�n)
h0(�n)

;

zn = �n �m
 

3X
n=1

n
�
h(yn)
h(�n)

� n
m

!�
h(�n)
h0(�n)

�
;

�n+1 = zn �m
�
h(zn)
h(�n)

�m�1 �
h(�n)
h0(�n)

�
;

(3.19)

where n � N; �0 is the initial value that the denominator (3.19) is not equal to zero.

The error equation for (3.19) iterative method can be written as

en+1 = m
�4�21

�
m�21 + 3�

2
1 � 2m�2

�
e5n + :::+O

�
e6n
�

� In 2015, Geum Young Hee et al. [4] presented a new two point sixth order method

for �nding multiple zero that is the modi�ed Newton�s method.The modi�ed iterative

scheme for multiple roots with multiplicity m written in the following form:8>><>>:
yn = �n �m h(�n)

h0(�n)
;

�n+1 = yn �Qh (u; s) h(yn)h0(yn)
;

(3.20)
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where u = m

q
h(yn)
h(�n)

; s = m�1
q

h0(yn)
h0(�n)

and Qh : C2 ! C is weight function de�ned in

the neighborhood of origin (0,0) and known as holomorphic function. The author

obtained the following error equation:

en+1 = �
2
2

�
�1�

3
2 + �2�2�3 +

1

m3
�4

�
e6n +O

�
e7n
�
;

where

�j =
m!

(m� j)! :
h(m�j)(�)

h(m)(�)
;

where �n (1 6 n 6 2) ; As

�1 =
1

m6

"
�8 (Q12 + 2Q21 + 3Q30) + �

�
m2 + 2m+ 9

�
4 (m� 1) � �o � 12Q20

3 (m� 1)2
� �1

#
;

�2 = � 1

m4

�
m2 + 5m� 4
m� 1 +

�

2m

�
;

� = Q03 +Q12 +Q21 +Q30:

with

�o = m
5 + 7m4 + 2m3 � 17m2 �m

and

�1 = Q04 +Q13 +Q22 +Q31 +Q40:

The above mentioned scheme utilize four functional evaluations and produce a sequence

that converge to the multiple root with order six. Thus, the e¢ ciency index of this method

(3.20) is 6
1
4 = 1:5650:

� In 2012, Shari� M et al. [24] proposed a forth order iterative method on the basis of
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Heun�s 3rd order without memory iteration scheme [36] that is8>><>>:
yn = �n � 2

3
h(�n)
h0(�n)

;

�n+1 = �n � h(�n)
4

�
1

h0(�n)
+ 3

h0(yn)

� (3.21)

By using two weight functions where G and H de�ned on �n =
h0(yn)
h0(�n)

and �n =
h(�n)
h0(yn)

;

respectively. Thus the transformed iteration scheme given by Shari� et al., [24] is as

follows: 8>><>>:
yn = �n � 2

3
h(�n)
h0(�n)

;

�n+1 = �n � h(�n)
4

�
1

h0(�n)
+ 3

h0(yn)

�
(G (�n) +H (�n))

(3.22)

The claim of fourth order convergence can be veri�ed by the given error equation:

en+1 =

�
��2�3 +

�4
9
+
1

81
�32
�
207 + 32G3 (1)

�
� 1
6
H3 (0)

�
e4n +O

�
e5n
�
: (3.23)

where the weight function G and H are restricted as follows:8>><>>:
G (1) = 1; G0 (1) = 0; G00 (1) = 3

4 ;
��G3 (1)�� <1;

H (0) = H 0 (0) = H 00 (0) = 0;
��H3 (0)

�� <1: (3.24)

Now the multiple root versions of third order Heun�s method (3.21) and fourth order

Shari� et al.�s method is given as:8>><>>:
yn = �n � 2m

m+2
h(�n)
h0(�n)

;

�n+1 = �n � 1
4m
�
m2 + 2m� 4

� h(�n)
h0(�n)

� 1
4m (m+ 2)

2
�

m
m+2

�
h(�n)
h0(�n)

(G (�n) +H (�n)) ;

with �n =
h0(yn)
h0(�n)

and �n =
h(�n)
h0(yn)

:

In order to attain optimal convergence of method [36] the restrictions on supposed

weight functions have to be made as follows:8>>>>>><>>>>>>:

G (�) = 1; G0 (�) = 0; G00 (�) = m4

4(m+2)p2m
; jG000 (�)j <1;

H (0) = H 0 (0) = H 00 (0) = 0;
���H 000

(0)
��� <1;

� = pm�1; p = m
m+2
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Therefore, the following error equation of method [36] is attained by author as:

en+1 =

�
m�3

(m+ 2)2
� �1�2

m
� H 000 (0)

6 (m+ 2)3 p3m

�
32G000 (u) p3m

m5
+
m5 + 6m4 + 14m3 + 8m2 + 40

(m+ 2)2

��
e4n

+O
�
e5n
�

� In 2016, Behl, R et al. [5] developed an optimal fourth order method for multiple zeros

of nonlinear equations. This development is based on cubically convergent Cheby-

shev�s method [25] and quadratically convergent Schröder�s method [26] for simple

zeros that are given by

�n+1 = �n �
h(�n)h

0(�n)

fh0(�n)g2 � h(�n)h00(�n)
; (3.25)

and

�n+1 = �n �
h(�n)

h0(�n)
� fh(�n)g

2 h00(�n)

2 fh0(�n)g3
; (3.26)

respectively.

Now taking an arithmetic mean of methods namely 3.25 and 3.26 and considering a

Newton�s type iterative method as given below

yn = �n �
2m

m+ 2

h (�n)

h0 (�n)
;

as a �rst step of a multi step method, author, presented a new quadratically convergent

method for multiple roots as given by8>><>>:
yn = �n � 2m

m+2
h(�n)
h0(�n)

;

�n+1 = �n � 1
2

h
h(�n)(5m+2)b1h0(�n)�(m+2)b2h0(�n)

4mfh0(�n)g2
+ 2mb3h(�n)

(m�2)h0(�n)b4+(m+2)h0(�n)

i
;

(3.27)
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Authors, further proved a theorem which the quartic convergence of method (3.27)

by using the given choice of parameters8>>>>>><>>>>>>:

b1 = �
m2(m�2)2m3b24+3�(m�2)m2(m+2)b4+2�2(m+2)

2(m3+3m2+2m�4)
�2(m+2)2(5m+2)

b2 = �m5(m�2)b4+�(m+2)
�2(m+2)2

b3 =
((m2�2m)b4+�(m+2)2)3

8(�(m+2))2

(3.28)

and b4 is a free parameter. The method (3.27) satis�es the error equation given below

en+1 =

 
� (m+ 2)2 �1 + (m� 2) b4�2

3m4 (m+ 2) (m=m� 2) b4 + � (m+ 2)2

!
e4n +O

�
e5n
�
;

where

�1 =
�
m5 + 6m4 + 14m3 + 14m2 + 12m+ 16

�
�31 � 3m3 (m+ 2)

2 �1�2 + 3m
5�3;

�2 = (m+ 2)2
�
m4 + 2m3 + 2m2 � 2m+ 12

�
�31 � 3m4 (m+ 2)

2 �1�2 + 3m
6�3

and �j = m!
(m+j)! :

h(m+j)(�n)

h(m)(�n)
j = 1; 2; :::

� In 2021, Saima Akram et al. [27] proposed an eighth order iterative scheme for multiple

roots as given below8>>>>>><>>>>>>:

yn = �n �G(vn); n > 0;

zn = yn �H(�n):G(vn);

�n+1 = zn �H(tn)(vn):D (�n; sn; wn)G;

(3.29)

where

vn =
�
(h(�n) =

�
h0(�n

��
; �n = [(h(yn)=h(�n)]

(1=m) ; sn = [(h(zn)=h(yn)]
(1=m) ; wn = [(h(zn)=h(�n)]

(1=m)

The following error equation satis�ed for method namely

en+1 =
1

24k7
f�1

�
(3 + k) �21 � 2k�2

�
(
�
�163 + 7k2

�
�41 � 24k2�21�2 � 12k2�22

+12k2�1�3)e
8
ng+O(e9n);
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where k > 1:

The iterative scheme (3.29) uses on derivative evaluation (i:e; (h0(�n)) and three

functional evaluations i:e:; (h(�n) ; h (yn) and h (zn)) and error equation proves its

convergence order is eight. Therefore the multistep iterative scheme (3.29) is an

optimal method as de�ned by Kung-Traub.

� In 2015, Sharma and Bahl. [28] considered the transformation as given below:

H (�) =

8>><>>:
h(�n)
h0(�n)

if h (�) 6= 0

0 if h (�) = 0

and utilize the Newton�s -like iterative method of �nding multiple roots of h(�) = 0

as follows: 8>>>>>><>>>>>>:

yn = �n �
H(�n)
H0(�n)

;

zn = yn �
H(yn)
H0(�n)

;

�n+1 = zn �
H(zn)
H0(zn)

:

Derivative of function H (�n) and H (�n) are replaced by approximations that are

given by:

H 0 (�n) � H (�n +H (�n))�H (�n)
H (�n)

= g (�n) ;

H 0 (zn) � H [�n; zn]H [yn; zn]

H [�n; yn]
= G (�n; yn; zn)

Replacing derivatives with its approximations in the proposed scheme author obtained

the �nal form of iterative method is as follows:8>>>>>><>>>>>>:

yn = �n �
h(�n)
g(�n)

;

zn = yn �
h(yn)
g(�n)

;

�n+1 = zn �
h(yn)

G(�n;yn;zn)
:



42

In Computer software like MATHEMATICA Rajni and Ashu obtained error equation

which shows sixth order convergence of proposed method

en+1 =
(m+ 1)2 (2m+ 1)

��
m2 � 2m� 1

�
�21 � 2m2�2

�
�31

m9
e6n +O

�
e7n
�
:

� In 2011, Sharma and Sharma, [29] presented new third and fourth order methods for

computing multiple roots. One of these two new iterative method is single step (third

order method), that we have discussed in previous section. Here two step fourth order

method proposed by author will be analysed. The two step method is given by8>><>>:
yn = �n � � h(�n)h0(�n)

;

�n+1 = �n �
h
� + M(�n)

2�

�
 + �M(�n)

2���M(�n)

�i
h(�n)
h0(�n)

;

(3.30)

where, M(�n) = 1� h(yn)
h0(�n)

: It can be simpli�ed by computer algebra software such as

MATHEMATICA authors obtained the error equation in this case is

en+1 = N4e
4
n +O(e

5
n)

with

N4 = ��
3
1 �

�1�2
m

+
m�3

(m+ 2)2
;

where

� = [m4
�
m3 + 2m2 + 2m� 2

�
� 2m�

�
m6 + 4m5 + 8m4 + 6m3 � 16m+ 24

�
+m�h2

�
m6 + 6m5 + 18m4 + 30m3 + 24m2 � 24m� 16

�
+4�

�
m4 + 2m3 + 2m2 � 2m+ 12

�
� � 4�2�

�
m4 + 4m3 + 6m2 + 2m+ 8

�
]

�[3m4 ((m+ 2)��m)(4m�+ 2m2�+m3 (�� 1)� 4��)]�1:
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Thus the proposed method (3.30) have optimal convergence order four for the following

choice of parameters 8>>>>>>>>>>>><>>>>>>>>>>>>:

� = �m(m( m
m+2)

m�m+2)
2(( m

m+2)
m�1)

;

 =
4m( m

m+2)
m+1

(( m
m+2)

m�1)
2 ;

� = � 4m

(m+2)(( m
m+2)

m�1)
;

and � = � 16m
3( m

m+2)
m

(m+2)(( m
m+2)

m�1)
3 :

Sharma and Sharma [29] proposed optimal fourth order convergence in the �nal form

of iterative method for multiple roots with known multiplicity m as follows:8>><>>:
yn = �n � 2m

m+2
h(�n)
h0(�n)

;

�n+1 = �n �
1
2
m(m�2)( m

m+2)
�m

h0(�n)�m2

2
h0(�n)

h0(�n)�( m
m+2)

�m
h0(�n)

h(�n)
h0(�n)

:

� In 2023, Singh et al., [30] proposed a family of �fth order iterative scheme for multiple

zeros (m > 2) of (2.1) as follows:8>><>>:
yn = �n �m h(�n)

h0(�n)
;

�n+1 = yn �mR (vn) h(yn)h0(yn)
;

(3.31)

where R (vn) is a weight function of a single variable wn; where as vn = wn
1+�wn

a 2 R;

and wn =
�
g(yn)
g(�n)

� 1
m
is multivalued function. Authors obtained error equation from

this iterative scheme (3.31) is as follows:

en+1 =

�
(18 + 12a+ 6m�R000 (0)) �41 � 12m�21�2

6m4

�
e5n +O

�
e6n
�

Provided R (0) = 1; R0 (0) = 0; R00 (0) = 2; jR000 (0)j <1:

� In 2006, Mir and Ra�q [31] presented the following extension of Chen Li method to
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multiple zero of nonlinear equation for two step method as given by8>><>>:
�n+1 = �n exp

�
�� h(�n)

�nh0(�n)

�
�n+1 = zn � � h(zn)

h0(zn)

(3.32)

The error equation shows fourth order of convergence of presented method (3.32) i.e.,

en+1 =

�
B3

�3
+ �2

B2

�
� B

3

�2

�
e4n +O

�
e5n
�
:

� In 2009, Chun C et al., [32] proposed new family of methods based on [39] of third

order method for multiple roots

�n+1 = �n �
1

2
m (m+ 1)

h (�n)

h0 (�n)
+
1

2
(m� 1)2 h

0 (�n)

h00 (�n)
; (3.33)

and Euler-Chebyshev third order technique of multiple root �nding as

�n+1 = �n �
m (3�m)

2

h (�n)

h0 (�n)
� m

2

2

h (�n)
2 h00 (�n)

h0 (�n)
3 ; (3.34)

Authors derived a new iterative method from (3.33) and (3.34) in the form of

�n+1 = �n�
m [(2� � 1)m+ 3� 2�]

2

h(�n)

h0 (�n)
+
� (m� 1)2

2

h0 (�n)

h00 (�n)
�(1� �)m

2

2

h (�n)
2 h00 (�n)

h0 (�n)
3

where � � R: The error equation is obtained as

en+1 = K3e
3
n +O

�
e4n
�
; where en = �n � t;

and

K3 = (� � 1)
h(m+1) (t)

h(m) (t)
+ 

h(m+1) (t)2

h(m) (t)2
� 1

(m+ 2) (m+ 1)m

h(m+2) (t)

h(m) (t)
;

 =
2 (1� �)m5 + 2 (� � 1)m4 + (2� � 1)m3 + (10� � 9)m2 + (19� 2�)m+ 8� � 9

2 (m+ 1)2m2 (m� 1)2
:
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Nonlinear Solvers for Multiple

Roots

A wide range of iterative techniques that have been developed for the solution of

nonlinear equations proved its signi�cance. In this chapter, iterative methods of various

convergence orders [2, 29] shall be reviewed for solving nonlinear equation of the form

h (�) = 0; (4.1)

for multiple root t. As we are trying to �nd multiple root t of nonlinear equation (4.1), thus

by using analogy of multiple roots of nonlinear equations with multiplicity m > 1, we have8>><>>:
h (t) = 0;

h0 (t) = h00 (t) = h(m�1) (t) = 0:

(4.2)

A very well known Newton�s method for �nding distinct roots of nonlinear equation [2]

given by

�n+1 = �n �
h (�n)

h0 (�n)
; n = 0; 1; 2; :::

Chapter 4
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is modi�ed for �nding multiple roots whose multiplicity m is known and with characteristics

given in (4.2) presented as [2]

�n+1 = �n �m
h (�n)

h0 (�n)
; n = 0; 1; 2; ::: . (4.3)

This modi�ed Newton�s method is quadratically convergent and is derived through conver-

gence analysis using Taylor expansion of function h (�) with characteristics given in (4.2).

In recent years, many modi�cations of Newton�s method have introduced by researchers by

using similar methodology in order to increase its order and as well as its e¢ ciency. Some

of these have been discussed in Chapter 3 along with their convergence orders.

Here, some more modi�cations shall be reviewed in details to understand the

technique of development of iterative methods for the solution of multiple roots of nonlinear

equations.

4.1 Construction of Single-step Solver and Convergence Analy-

sis

In this section,we intend to develop one point cubically convergent methods for

multiple roots involving second order derivative. In terms of computational cost,each meth-

ods requires only three functional evaluations h(�n), h0(�n), and h00(�n) per full iteration.

In 2011, Sharma and Sharma [29] developed following third order iterative method

for �nding multiple roots of nonlinear equation (4.1):

�n+1 = �n �
"
1� L (�n) +

2 (2m� 1)2 L (�n)2

(m3 � 3m+ 2)� 2 (m2 � 4m+ 1)L (�n)

#
h (�n)

h0 (�n)
; (4.4)
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which is generalization of Kou et al. method [33] for simple roots of nonlinear equation

(4.1) as given by:

�n+1 = �n �
"
1� L (�n) +

�L (�n)
2

1� �L (�n)

#
h (�n)

h0 (�n)
; (4.5)

where,

L (�n) =
h (�n) h

00 (�n)

2h0 (�n)
2 ; �; � 2 R: (4.6)

The error equation of iterative method (4.5) in case of simple root t� of nonlinear equation

is given by:

en+1 =
�
(2� �)A22 �A3

�
e3n +O(e

4
n);

where Ak =
1

k!

h(k)(t�)

h0(t�

It is observed that the generalized method by Sharma (4.4) also requires 2nd derivative

to evaluate multiple roots of nonlinear equation (4.1) and converges cubically. As, it is

discussed earlier that these modi�cation (4.4) made through convergence analysis using

Taylor�s series method, thus convergence of iterative method (4.5) is analyzed with charac-

teristics (4.2) of nonlinear equation (4.1) in form of following theorem.

Theorem 1 let h : I � R ! R be a su¢ ciently di¤erential function on open inter-

val I and t 2 I is the multiple root of multiplicity m of nonlinear equation (4.1) with

characteristic(4.2). Assume that an initial approximation � o is su¢ ciently close to t; then

the iterative method de�ned by scheme (4.5) has order convergence three.

Proof. Expand h (�n) around t; using Taylor�s series and obtain the following:

h (�n) = h (�n + t� t) ;

= h (t) + (�n � t)h0 (t) +
(�n � t)2

2!
h00 (t) + ::: . (4.7)

; k = 2; 3;

HIRA
Typewritten text
...
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It is given that t is the multiple root of multiplicity m of nonlinear equation h (�) = 0; thus,

its derivatives of nonlinear function h (�) also shares that root. Now using characteristics

(4.2) and replacing �n � t by en , equation (4.7) becomes as follows:

h (�n) =

"
h(m) (t)

m!

#
emn (1 + �1en + �2e

2
n + �3e

3
n +O

�
e4n
�
); (4.8)

where �j =
m!

(m+j)!
h(m+j)(t)

h(m)(t)
; j = 1; 2; 3; ::: .

In similar way, expand h0 (�n) and h00 (�n) and get:

h0 (�n) =
h(m) (t)

(m�1)!e
m�1
n

�
1 +

(m+ 1)�1
m

en +
(m+ 2)�2

m
e2n +

(m+ 3)�3
m

e3n (4.9)

+
(m+ 4)�4

m
e4n

�
+O

�
e5n
�
;

and

h00 (�n) =
h(m) (t)

(m�2)!e
m�2
n

�
1 +

(m+ 1)�1
(m� 1) en +

(m+ 2) (m+ 1)�2
m (m� 1) e2n

+
(m+ 3) (m+ 2)�3

m (m� 1) e3n +
(m+ 3) (m+ 4)�4

m (m� 1) e4n

�
+O

�
e5n
�
: (4.10)

By algebraic manipulation of equations (4.8) and (4.9),The expression involving in method

(4.5) becomes as follows:

h (�n)

h0 (�n)
=

en
m
+
�1e

2
n

m2
+

�
�21
m2

+
�21
m3

� 2�2
m2

�
e3n +

�
�3�3
m2

� �31
m4

+
4�1�2
m3

��
3
1

m2
� 2�

3
1

m3
+
3�1�2
m2

�
e4n +O

�
e5n
�
: (4.11)

Also, using (4.8), (4.9) and (4.9) to evaluate L (�n) as follows:

L (�n) =
h (�n) h

00 (�n)

2h0 (�n)
2 =

1

2
(1� 1

m
) +

�1en
m2

+

�
�3
2

�21
m2

+
2�2
m2

� 3
2

�21
m3

�
e2n

+

�
6
�3
m2

� 6�1�2
m2

+
2�31
m2

� 8�1�2
m3

+
4�31
m3

+
2�31
m4

�
e3n +O

�
e4n
�
: (4.12)
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To obtain error equation of iterative method (4.5), using (4.11) and (4.12) in (4.7), so we

get

en+1 = k1en + k2e
2
n + k3e

3
n +O

�
e4n
�
; (4.13)

where, k1, k2 and k3 are given as follows:

k1 =
1

2

2�m3 � 5�m2 + �m2 � 4m3 + 4�m� 2�m+ 6m2 � �+ � � 2m
m2 (�m�m� 2m) ; (4.14)

k2 =
�1

2m3 (�m�m� 2m)2
(3�2m3 � ��m3 � 9�2m2 + 5��m2 � 12�m3 + 2�m3 + 9�2m

�7��m+ 24�m2 � 12�m2 + 12m3 � 3�2 + 3�� � 12�m+ 10�m� 12m2); (4.15)

and

k3 = �1
2
(3�3m5�21 � �2�m5�21 � 6�3m5�2 � 10�3m4�21 + 2�2�m5�2 + 6�2�m4�21

�18�2m5�21 + 4��m5�21 + 26�3m4�2 + 6�3m3�21 � 14�2�m4�2 � 6�2�m3�21

+36�2m5�2 + 42�
2m4�21 � 8��m5�2 � 26��m4�21 + 36�m5�21 � 4�m5�21

�42�3m3�2 + 12�3m2�21 + 30�2�m3�2 � 8�2�m2�21 � 120�2m4�2

+6�2m3�21 + 60��m
4�2 + 6��m

3�21 � 72�m5�2 � 48�m4�21 + 8�m5�2

+28�m4�21 � 24m5�21 + 30�3m2�2 � 17�3m�21 � 26�2�m2�2

+15�2�m�21 + 132�
2m3�2 � 66�2m2�21 � 96��m3�2 + 50��m2�21

+168�m4�2 � 60�m3�21 � 64�m4�2 + 20�m3�21 + 48m5�2 + 8m4�21

�8�3m�2 + 6�3�21 + 8�2�m�21 � 6�2��21 � 48�2m2�2 + 36�2m�21

+44��m2�2 � 34��m�21 � 96��m3�2 + 72�m2�21 + 56�m3�2 � 60�m2�21

�64m4�2 + 48m3�21)=
�
m4 (�m� �� 2m)3

�
: (4.16)

It is observed that from equations (4.14-4.15) for m = 1 both k1 and k2 vanished this leads
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to kou et al., [33]. For m 6= 1; without any restriction on � and � and setting k1 = 0 and

k2 = 0 apply linear algebra techniques to obtain the values of variables � and � as follows:

� = 2
m2 � 4m+ 1
(m� 1) (m� 2) ; (4.17)

� = 2
4m2 � 4m+ 1
m2 � 3m+ 2 ; m 6= 2: (4.18)

With the obtained values of � and �; we calculate k3 as follows:

k3 =
(2m3 �m2 + 8m� 13)�21
2m2 (2m2 � 3m+ 1) � �2

m
:

Hence the error equation (4.13) reduces in the following third order equation:

en+1 =

�
(2m3 �m2 + 8m� 13)�21
2m2 (2m2 � 3m+ 1) � �2

m

�
e3n +O

�
e4n
�
:

Therefore the third order modi�ed method by substituting vales of � (4.17) and � (4.18), for

obtaining multiple roots of non-linear equations with known multiplicity m by Sharma [29]

is as follows:

�n+1 = �n �
"
1� L (�n) +

2 (2m� 1)2 L (�n)2

(m3 � 3m+ 2)� 2 (m2 � 4m+ 1)L (�n)

#
h (�n)

h0 (�n)
;

where,

L (�n) =
h (�n) h

00 (�n)

2h0 (�n)
2 ;

which is generalization of Kou et al., method [33] for simple roots of non-linear equation.

Remark 2 For m = 2, the method (4.7) is of second order.

� = 3 (4� �)
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Putting the value of � in equation (4.7) it becomes

�n+1 = �n �
"
1 + L (�n) +

3 (4� �)L (�n)2

1� �L (�n)

#
h (�n)

h0 (�n)
;

where,

L (�n) =
h (�n) h

00 (�n)

2h0 (�n)
2 ; � 2 R:

The error equation which shows its order of convergence two is as follows:

en+1 =
3�1

2 (�� 4)e
2
n +

�
5�2 � 73�+ 164

�
�21 � 4

�
�2 � 17�+ 52

�
�2

8 (�� 4)2
e3n; � 6= 4:

Now, let us consider the following two 2nd order iterative methods to obtain Os-

ada�s method [39] for multiple roots of nonlinear equations:

�n+1 = �n �m
h(�n)

h0(�n)
; (4.19)

and

�n+1 = �n � (m� 1)
h0(�n)

h00(�n)
; (4.20)

After taking arithmetic mean of (4.19) and (4.20) following iterative method is obtained:

�n+1 = �n �
1

2
(m
h(�n)

h0(�n)
+ (m� 1) h

0(�n)

h00(�n)
); (4.21)

whose error equation is

en+1 =
�1e

2
n

m� 1 +O(e
3
n); (4.22)

which shows its quadratic convergence. In order to improve its convergence author inserted

the parameters � and � in (4.21) to obtain the following:

�n+1 = �n �
1

2

�
m
�h(�n)

h0(�n)
+ (m� 1)�h

0(�n)

h00(�n)

�
: (4.23)

Let us examine the following analysis theorem in order to obtain the appropriate values of

free disposable parameters � and � and in the equation(4.23).
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Theorem 3 Let h : I � R ! R be a su¢ ciently smooth function de�ned on an open

interval I, enclosing a multiple root of h(�) say � = t with multiplicity m >1: Then the

family of iterative methods de�ned by (4.23) has third order convergence when � = 1 +m

and � = 1�m:

Proof. Let � = t be the multiple root with multiplicity m of nonlinear function

h(�) and en = �n�t be an error at nth step of an iterative method. Using Taylor expansions

h(�n); h
0(�n) and h00(�n) about � = t given in equations (4.8-4.10) and performing algebraic

manipulations to �nd an error equation of iterative methods de�ned by (4.23) as follows:

en+1 = B1en +B2e
2
n +O(e

3
n);

where,

B1 =
1

2
(2� �� �);

B2 =
�(m� 1) + �(m+ 1)

2m(m� 1) �1:

To obtain third order convergence, the coe¢ cients must B1 and B2 be zero. Solving B1 = 0

and B2 = 0, to �nd � and �

� = 1 +m; � = 1�m (4.24)

Therefore, substituting the derived values of � and � from equation (4.24) in formula (4.23),

we get Osada method [39] as follows:

�n+1 = �n �
1

2

�
m(m+ 1)

h(�n)

h0(�n)
+ (m� 1)2 h

0(�n)

h00(�n)

�
;

This is a cubically convergent method of multiple roots. It satis�es the following error

equation

en+1 =

�
(1 +m) �21 � 2m (m� 1)�2

�
e3n

2m2(m� 1) +O(e4n):
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This completes the proof.

In this section, construction of fourth order optimal multi-point solvers given by

Shari�, M. [24] for obtaining multiple roots of nonlinear equations through analysis theorem

by Taylor�s series method is discussed. The enhancement in convergence order is due to use

of weight functions.

Theorem 4 Let h : D � R! R be a nonlinear function de�ned on an open interval D � R

and assume that h is su¢ ciently di¤erential in D:Then for an initial guess � o for the multiple

root, the iterative scheme given below converges to multiple root of h (�), say t � D with the

known multiplicity m > 18>>>>>><>>>>>>:

yn = �n � 2m
m+2

h(�n)
h0(�n)

;

�n+1 = �n + (G (�) +H (�))
�
1
4m
�
m2 + 2m� 4

� h(�n)
h0(�n)

�1
4m (m)

2
�

m
m+2

�m
h(�n)
h0(yn)

� (4.25)

and have local fourth order convergence in the vicinity of t; if the weight function in (4.25)

be chosen as discussed below. Note that again G (�) and H (�) are two real valued weight

functions with � = h0(yn)
h0(�n)

and � = h(�n)
h0(yn)

:

Proof. Since h (�) is a su¢ ciently di¤erentiable function, therefore expanding

h (�n) around � = t by Taylor�s expansion and using h (t) = h0 (t) = h(m�1) (t) = 0 and

hm (t) 6= 0 a condition for � = t to be a root of multiplicity m, we have

h (�n) =
hm (t)

m!
emn

0@1 + 1X
j=1

�je
j
n

1A ; (4.26)

4.2 Construction of Multi-step Solvers and Convergence Analysis
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and also

h0 (�n) =
hm (t)

(m� 1)!e
m�1
n

0@1 + 1X
j=1

m+ j

m
�je

j
n

1A ;
so that using symbolic calculations we have

yn = �n �
2m

m+ 2

h (�n)

h0 (�n)

=
m

m+ 2
en +

2�1
m (m+ 2)

e2n �
�
(m+ 1)�21 � 2m�2

�
m2 (m+ 2)

e3n

+
2
��
�3m2 � 4m

�
�1�2 +

�
m2 + 2m+ 1

�
�31 + 3m

2�3
�

m3 (m+ 3)
e4n +O

�
e5n
�
; (4.27)

and

�n +
1
4m
�
m2 + 2m� 4

� h(�n)
h0(�n)

� 1
4m (m+ 2)

2
�

m
m+2

�m
h(�n)
h0(yn)

� t

= 2
m2(m+2)

�21e
3
n +

�
(3m5+48m2�12m4+12m3)�1�2+(m5+2m3+6m4�16m2�24m�8)�31

3m4(m+2)
+ m�3

(m+2)

�
e4n

+O
�
e5n
�

(4.28)

which results in the cubical method of Heun. We now consider the achievement of quar-

tic convergence according to (4.27) with appropriate weight function in it. Using Taylor

expansion yields

� = h0(yn)
h0(�n)

= pm�1 � 4pm

m3
�1en �

�
4(m2+2)pm

m5
�21 �

8pm

m3
�2

�
e2n

+

�
�8(m4�m3+5m2+m+6)pm

3m7
�31 +

8(m2+4)pm

m5
�1�2 �

8(m2+6m+6)pm

m3(m+2)
�3

�
e3n+

O
�
e4n
�
;

(4.29)

where u = pm�1; �n = u+vn and pn = m
m+2 : Then, the remainder vn = �n�u is in�nitesimal

with the same of the order of en: Thus, we can perform a Taylor�s expansion around u; [3],

so that

G (�) = G (�) +G0 (u) vn +
1

2
G00 (u) v2n +

1

3!
G000 (u) v3n +O

�
e4n
�
; (4.30)
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Similarly, a Taylor�s expansion yields

�n =
h (�)

h0 (yn)
=

1

(m+ 2) pm
en �

�
m2 + 2m� 4

�
m2 (m+ 2)2 pm

�1e
2
n

+

 �
m4 + 5m3 + 4m2 � 8m� 16

�
m3 (m+ 2)2 pm

�21 �
2
�
m2 + 2m� 4

�
m2 (m+ 2)2 pm

�2

!
e3n

+O
�
e4n
�
; (4.31)

�n is in�nitesimal with the same order of en and we can perform a Taylor expansion around

0 so that

H (�) = H (0) +H 0 (0) � +
1

2
H 00 (0) � +

1

3!
H 000 (0) � +O

�
e4n
�
: (4.32)

Using equations (4.28) and (4.30-4.32) in the last step of (4.25) ends in

en+1 = �n+1 � t = (1�G (u)�H (0)) en +
�
4pm�1
m3

G0 (u)� 1

(m+ 2) pm
H 0 (0)

�
e2n (4.33)

+

�
m2 + 2m� 4
m2 (m+ 2)2 pm

H 0 (0)�1 +
8pm

m3
G0 (u) �2 �

1

2 (m+ 2)2 p2m
H 00 (0) +

2�21
m6 (m+ 2)

�
�
�2pm (m+ 2)

�
m2 + 2

�
G0 (u)� 4p2m (m+ 2)G00 (u) +m4 (H (0) +G (u))

	�
e3n +O

�
e4n
�

To make the order optimal in (4.33), we choose8>><>>:
G (u) = 1; G0 (u) = 0; G00 (u) = m4

4(m+2)p2m
; jG000 (u)j <1

H (0) = H 0 (0) = H 00 (0) = 0; jH 00 (0)j <1

Therefore, we attain the following error equation of scheme (4.25) for multiple roots:

en+1 =
�

m�3
(m+2)2

� �1�2
m � H000(0)

6(m+2)3p3m
+

�31
3m4

�
�
�
32G000(u)p3m

m5
+ m5+6m4+14m3+8m2+40

(m+2)2

�
e4n +O

�
e5n
�
;

This statement concludes the proof for the quartic convergence of the general multiple

root-�nder method (4.25).

From above theorem it is concluded that the iterative method (4.25) is a general

class of two-step, two-points method that does not require memory and only uses three
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evaluations per step: one function evaluation and two �rst derivative evaluations. This

method has a convergence order of four, indicating its high convergence rate. The e¢ ciency

index of the method (4.25) is 4
p
3, which demonstrates its optimal behavior. This e¢ ciency

index also indicates the consistency of the method, suggesting that it consistently performs

well in terms of convergence.

Overall, the quartic convergence and optimal behavior of the general multiple

root-�nder method (4.25), as well as its consistency, make it a suitable approach for �nding

multiple roots.
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Chapter 5

Modi�ed Nonlinear Solvers for

Multiple Roots

In this chapter, new single-step and multi step nonlinear solvers are constructed for

�nding multiple roots on the basis of an iterative method for �nding simple roots of nonlinear

equations. The methodology for this construction is based on error analysis through Taylor

series. A comparison of the newly developed methods with existing iterative methods is

presented in the last section.

Recently, Thota and Shanmugasundaram [1] proposed some single step and two

step iterative techniques using the modi�ed homotopy perturbation technique coupled with

system of equations for �nding distinct roots of non linear equation (4.1) in their research

article. These iterative techniques are given in the form of algorithms as follows:

o, the following formula produces a sequence ofAlgorithm : For a given initial guess �
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iterations f�ng which converges to approximate solution �n+1:(
�n+1 = �n �

h (�n)

h0 (�n)
� h (�n)

2 h00 (�n)

2h0 (�n)
3 : (5.1)

o, the following formula produces a sequence of

iterations f�ng which converges to approximate solution �n+1:8>><>>:
yn = �n � h(�n)

h0(�n)
� h(�n)

2h00(�n)

2h0(�n)
3 ;

�n+1 = �n � h(�n)
h0(�n)

� h(�n)
2h00(�n)

2h0(�n)
3 � h(yn)

h0(yn)
:

(5.2)

o, the following formula produces a sequence of

iterations f�ng which converges to approximate solution �n+1:8>><>>:
yn = �n � h(�n)

h0(�n)
� h(�n)

2h00(�n)

2h0(�n)
3 ;

�n+1 = �n � h(�n)
h0(�n)

� h(�n)
2h00(�n)

2h0(�n)
3 � h(yn)

h0(yn)
� h(yn)

2h00(yn)

2h0(�n)h0(yn)
2 ;

(5.3)

Here, we shall extend the iterative methods for �nding distinct roots of nonlinear

equations given in (5.1-5.3) to the method for �nding multiple roots of non-linear equations.

5.1 The Proposed Methods

We propose the following methods for desired results through convergence analysis

as given in the form of theorem in next section. For a given initial guess � o, multiple root

t is approximated by using following iterative procedures(
�n+1 = �n � �

h (�n)

h0 (�n)
� � h (�n)

2 h00 (�n)

2h0 (�n)
3 ; (5.4)

where � and � are any real numbers.8>><>>:
yn = �n � � h(�n)

h0(�n)
� � h(�n)

2h00(�n)

2h0(�n)
3 ;

�n+1 = �n �  h(�n)h0(�n)
� � h(�n)

2h00(�n)

2h0(�n)
3 � � h(yn)

h0(yn)
;

(5.5)

Algorithm : For a given initial guess �

Algorithm : For a given initial guess �



59

where, �; �; ; ; �; and � are real numbers.8>><>>:
yn = �n � � h(�n)

h0(�n)
� � h(�n)

2h00(�n)

2h0(�n)
3 :

�n+1 = �n �  h(�n)h0(�n)
� � h(�n)

2h00(�n)

2h0(�n)
3 � � h(yn)

h0(yn)
� � h(yn)

2h00(yn)

2h0(yn)
3 ;

(5.6)

where, �; �; ; �; � and � are real numbers.

5.2 Convergence Analysis

We shall modify iterative methods given in (5.4-5.6) by means of following analysis

theorems.

Theorem 8 let h : I � R ! R be a su¢ ciently di¤erential function on open inter-

val I and t 2 I is the multiple root of multiplicity m of nonlinear equation (4.1) with

characteristic(4.2). Assume that an initial approximation � o is su¢ ciently close to t; then

the iterative method de�ned by scheme (5.4) has order convergence three for the following

values of parameters � and �,

� = �m(m� 3)
2

; � = m2;

and satis�es the following error equation:

en+1 =

�
1

2

m�21 � 2m�2 + 3�21
m2

�
e3n +O

�
e4n
�
;

where �j =
m!

(m+j)!
h(m+j)(t)

h(m)(t)
; j = 1; 2; 3; ::: .

Proof. It is given that t is the multiple root of multiplicity m of nonlinear equation

h (�) = 0; thus, its derivatives of nonlinear function h (�) also shares that root. Now using
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characteristics (4.2) and replacing �n� t by en , Expand h (�n), h0 (�n) and h00 (�n) at exact

solution t; using Taylor�s series and obtain the following expressions:

h (�n) =

"
h(m) (t)

m!

#
emn (1 + �1en + �2e

2
n + �3e

3
n +O

�
e4n
�
); (5.7)

h0 (�n) =
h(m) (t)

(m�1)!e
m�1
n

�
1 +

(m+ 1)�1
m

en +
(m+ 2)�2

m
e2n +

(m+ 3)�3
m

e3n +
(m+ 4)�4

m
e4n

�
+O

�
e5n
�
; (5.8)

and

h00 (�n) =
h(m) (t)

(m�2)!e
m�2
n

�
1 +

(m+ 1)�1
(m� 1) en +

(m+ 2) (m+ 1)�2
m (m� 1) e2n +

(m+ 3) (m+ 2)�3
m (m� 1) e3n

+
(m+ 3) (m+ 4)�4

m (m� 1) e4n

�
+O

�
e5n
�
: (5.9)

where �j =
m!

(m+j)!
h(m+j)(t)

h(m)(t)
; j = 1; 2; 3; ::: .

By algebraic manipulation of equations (5.7) and (5.8),The expression involving in method

(5.4) is as follows:

h (�n)

h0 (�n)
=

en
m
+
�1e

2
n

m2
+

�
�21
m2

+
�21
m3

� 2�2
m2

�
e3n +

�
�3�3
m2

� �31
m4

+
4�1�2
m3

��
3
1

m2
� 2�

3
1

m3
+
3�1�2
m2

�
e4n +O

�
e5n
�
: (5.10)

Also, using (5.7), (5.8) and (5.9) to evaluate last term in method (5.4) as follows:

h (�n)
2 h00 (�n)

h0 (�n)
3 =

�
�1
m2

+
1

m

�
en +

�
��1
m2

+
3�1
m3

�
e2n +

�
�21
m2

� 2�2
m2

� 3�
2
1

m3
+�8�2

m3
� 6�

2
1

m4

�
e3n

+O
�
e4n
�
: (5.11)

To obtain error equation of iterative method (5.4), using (5.10) and (5.11), we get

en+1 = L1en + L2e
2
n + L3e

3
n +O

�
e4n
�
; (5.12)
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where, L1, L2 and L3 are given as follows:

L1 = (1� �

m
� 1
2

�

m
+
1

2

�

m2
); (5.13)

L1 = (
��1
m2

+
1

2

��1
m2

� 3
2

��1
m3

) (5.14)

L3 = (���
3
1

m3
+
2��2
m2

� ��
2
1

m2
� 1
2

��21
m2

+
��2
m2

+
3

2

��21
m3

� 4��2
m3

+
3��21
m4

: (5.15)

It is observed that from equations (5.13-5.14) the coe¢ cients L1 and L1 of en and e2n will

become zero for m = 1, � = 1 and � = 1; this leads to Thota�s third order method (5.1), [1].

For m 6= 1; without any restriction on � and � and setting L1 = 0 and L2 = 0 apply linear

algebra techniques to obtain the values of variables � and � as follows:

� = �1
2
m(m� 3); (5.16)

� = m2; m 6= 2: (5.17)

With the obtained values of � and �; the equation (5.15) for L3 becomes as follows:

L3 =
1

2

m�21 � 2m�2 + 3�21
m2

:

Thus the error equation (5.12) reduces in the following third order equation:

en+1 =

�
1

2

m�21 � 2m�2 + 3�1
m2

�
e3n +O

�
e4n
�
:

Hence proved.

Theorem 9 let h : I � R ! R be a su¢ ciently di¤erential function on open inter-

val I and t 2 I is multiple root of multiplicity m of nonlinear equation (4.1) with

characteristic(4.2). Assume that an initial approximation � o is su¢ ciently close to t; then

the two step iterative method de�ned by scheme (5.5) has order convergence six for the
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following values of parameters �,�,; � and �

� = �m(m� 3)
2

; � = m2;  = �m(m� 3)
2

; � = m2 and � = m

and satis�es the following error equation:

en+1 =

�
�1B

2
1

m

�
e6n +O

�
e7n
�
;

where �j =
m!

(m+j)!
h(m+j)(t)

h(m)(t)
; j = 1; 2; 3; ::: .

Proof. The �rst step of multi-step iterative scheme (5.5) is same as (5.4), thus

we shall utilize error equation for this step from previous theorem 8 as given below:

yn = t+B1e
3
n +B2e

4
n +B3e

5
n +B4e

6
n +O

�
e7n
�
;

ey = B1e
3
n +B2e

4
n +B3e

5
n +B4e

6
n +O

�
e7n
�
:

where B1; B2; B3 and B4 are as follows:

B1 =
1

2

m�21 � 2m�2 + 3�21
m2

;

B2 = 6m�1�2 +
21

2
�1�2 �

1

2

�1�2
m

+
3�1�2
m2

� 5m�31 �
19

2
�31 �

3

2

�31
m
� 3
2
�3

+
3�31
m2

� 3�3
m
;

B3 = �1
2

1

m3
(15m4�41 � 6m4�21�2 + 36m3�41 � 3m4�1�3 � 6m4�22 � 10m3�21�2

+27m2�41 + 3m
4�4 � 8m3�1�3 � 16m3�22 + 8m2�21�2 + 6m�41 + 9m3�4

�15m2�1�3 � 8m2�22 + 18m�21�2 + 12m2�4 � 18�1�3 � 12m�22 + 12�21�2)
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and

B4 = �1
2

1

m3
(6m4�51 + 24m

4�31�2 + 18m
3�51 + 3m

4�21�3 � 24m4�1�22 + 75m3�31�2

+18m2�51 � 3m4�1�4 � 3m4�2�3 + 13m3�21�3 � 71m3�1�22 + 105m2�31�2

+6m�51 � 10m3�1�4 � 13m3�2�3 + 30m2�21�3 � 71m2�1�22 + 78m�31�2

�27m2�1�4 � 20m2�2�3 + 54m�21�3 � 36m�1�22 + 24�31�2 � 36m�1�4

�36m�2�3 + 36� 36m�21�3

where �j =
m!

(m+j)!
h(m+j)(t)

h(m)(t)
; j = 1; 2; 3; ::: .

Expand h (yn) and h0 (yn) ; using Taylor�s series and obtain the following expressions:

h (yn) =

"
h(m) (t)

m!

#
emy
�
1 + �1B1e

3
n + �1B2e

4
n + �1B3e

5
n + (�2B

2
1 + �1B4)e

6
n

�
+O

�
e7n
�
;

(5.18)

and

h0 (yn) =
h(m) (t)

(m�1)!e
m�1
y

�
1 + (A1B1 +

A1B1
m

)e3n + (A1B2 +
A1B2
m

)e4n + (A1B3 +
A1B3
m

)e5n

�
+O

�
e6n
�
: (5.19)

By algebraic manipulation of equations (5.18) and (5.19),The expression involving in second

step of method (5.5) is as follows:

h (yn)

h0 (yn)
=

�
B1e

3
n

m
+
B2e

4
n

m
+
B3e

5
n

m
+ (
B4
m
� B

2
1A1
m2

)e6n

�
+O

�
e7n
�
: (5.20)

To obtain error equation of iterative method (5.5), using (5.10), (5.11) and (5.20) we get

en+1 = (��B1
m

+B1)e
3
n + (�

�B2
m

+B2)e
4
n + (�

�B3
m

+B3)e
5
n + (�

�B4
m

+
�B21�1
m2

+B4)e
6
n

+O
�
e7n
�
;
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It is observed that the coe¢ cients of e3n; e
4
n and e

5
n will become zero for � = m, and also by

setting values of parameters  and � as follows:

 = �m(m� 3)
2

; � = m2:

With the obtained values of ; � and �; �nally the error equation reduces in the following

sixth order equation:

en+1 =

�
B21�1
m

�
e6n +O

�
e7n
�
:

Hence the theorem is proved.

Theorem 10 let h : I � R! Rbe a su¢ ciently di¤erential function on open interval I and

t 2 I is multiple root of multiplicity m of nonlinear equation (4.1) with characteristic(4.2).

Assume that an initial approximation � o is su¢ ciently close to t; then the iterative method

de�ned by scheme (5.6) has order convergence seven for the following values of parameters

�, �, ; �, � and �,

� = �m(m� 3)
2

; � = m2;  = �m(m� 3)
2

; � = m2, � = m and � = m2.

and satis�es the following error equation:

en+1 =

�
�1B

2
1

m

�
e7n +O

�
e8n
�
;

where �j =
m!

(m+j)!
h(m+j)(t)

h(m)(t)
; j = 1; 2; 3; ::: .

Proof. Same as before.

At the end of this section, after analyzing proposed methods (5.4-5.6) we are

become able to present the following single step and two step methods as given below:
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Method NH-1(
�n+1 = �n �

m(3�m)
2

h (�n)

h0 (�n)
�m2h (�n)

2 h00 (�n)

2h0 (�n)
3 ;

which is well known Chebyshev method of order three.

Method NH-28>><>>:
yn = �n �

m(3�m)
2

h(�n)
h0(�n)

�m2 h(�n)
2h00(�n)

2h0(�n)
3 ;

�n+1 = �n �
m(3�m)

2
h(�n)
h0(�n)

�m2 h(�n)
2h00(�n)

2h0(�n)
3 �m h(yn)

h0(yn)
;

is a two step iterative method for �nding multiple root with convergence rate six as shown

in theorem 9.

Method NH-38>><>>:
yn = �n � m(3�m)

2
h(�n)
h0(�n)

�m2 h(�n)
2h00(�n)

2h0(�n)
3 :

�n+1 = �n � m(3�m)
2

h(�n)
h0(�n)

�m2 h(�n)
2h00(�n)

2h0(�n)
3 �m h(yn)

h0(yn)
�m2 h(yn)

2h00(yn)

2h0(yn)
3 ;

is a two step iterative method for �nding multiple root with convergence order seven as

shown in theorem 3.7.

5.3 Numerical Results

As a result of the availability of powerful computational tools and new mathe-

matical techniques, nonlinear equations have become increasingly useful in a wide range

of �elds, including physics, engineering, economics, computer science and many more. It

has been possible to solve increasingly complex nonlinear equations due to the availability

of powerful computational tools and new mathematical techniques, which has resulted in

many new insights and advances in these areas.
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In [42], Sharma et al.,presented an optimal iterative method for �nding multiple

root of nonlinear equation as given by:8>>>>>><>>>>>>:

yn = �n � 2m
m+2

h(�n)
h0(�n)

;

�n+1 = �n � m
8

�
(m3 � 4m+ 8)� (m+ 2)2 ( m

m+2)
m h

0(�n)
h0(yn)

�
�
2(m� 1)� (m+ 2)

�
m
m+2

�m
h0(�n)
h0(yn)

��
h(�n)
h0(yn)

:

(5.21)

Another two-step multiple root �nding optimal method is developed by [43] as follows:8>>>>>>><>>>>>>>:

yn = �n � 2m
m+2

h(�n)
h0(�n)

;

�n+1 = �n � m
8

�
m3(m+2m )2m

�
h0(yn)
h0(�n)

�2
� 2m2(m+ 3)(m+2m )m

�
h0(yn)
h0(�n)

�
+ (m3 + 6m2 + 8m� 8)

� h(�n)
h0(yn)

:

(5.22)

In [24], Authors developed multi-point optimal family of methods that we have brie�y

discussed in chapter as method (4.25), whose special cases are given by authors as follows:8>>>>>>><>>>>>>>:

yn = �n � 2m
m+2

h(�n)
h0(�n)

;

�n+1 = �n +
�
1
4m
�
m2 + 2m� 4

� h(�n)
h0(�n)

� 1
4m (m+ 2)

2
�

m
m+2

�m
h(�n)
h0(yn)

�
�
�
1 + m4

8(m+2)( m
m+2

)2m

�
h0(yn)
h0(�n)

�
� ( m

m+2)
m�1

�2
� 69
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�
h0(yn)
h0(�n)

� ( m
m+2)

m�1
�3
+
�
h(�n)
h0(yn)

�4�
;

(5.23)

and 8>>>>>>><>>>>>>>:

yn = �n � 2m
m+2

h(�n)
h0(�n)

;

�n+1 = �n +
�
1
4m
�
m2 + 2m� 4

� h(�n)
h0(�n)

� 1
4m (m+ 2)

2
�

m
m+2

�m
h(�n)
h0(yn)

�
�
�
1 + m4

8(m+2)( m
m+2

)2m

�
h0(yn)
h0(�n)

�
� ( m

m+2)
m�1

�2
+ 1

81

�
h(�n)
h0(yn)

�3�
:

(5.24)

Our newly developed methods namely NH-1 and NH-2 of convergence order three and six

are compared with the optimal methods (5.21), (5.22) , (5.23) and (5.24) in [24, 42, 43].

Numerical calculations are performed using Maple 18.0 using 1200 digits �oating point
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arithmetic. The following stopping criteria is used for calculation of the multiple roots of

nonlinear equations given in table 1:

jh (�n)j < 0:1e�1200:

The following test examples have been taken from [24]

Functions m multiple zeros �0

h1(�) =
�
(1 + �) + cos

�
�t
2

�
�
p
1� �3

�3
3 t1 � �0:728584046444826::: �0:6

h2(�) =
�
(sin �)2 + �

�5
5 t2 � 0 0:3

h3(�) =
�
(sin �)2 � �2 + 1

�4
4 t3 � 1:404491648215341::: 1.3

h4(�) = (e
�� + sin � � 2)2 2 t4 � �1:0541271240912128::: -1

Table 1

The comparison of numerical results of non linear function given in table 1 per-

forming by methods namely NH-1 and NH-2 with the methods (5.21), (5.22) , (5.23) and

(5.24) in [24,42,43] are given in the following table 2 to table 5.

Comparison of numerical results for function h1(�)
hj(�n) j (5.21) (5.22) (5.23) (5.24) NH1 NH2
hj(�1) j 0:1e�9 0:1e�9 0:1e�9 0:1e�10 0.4e�7 0.3e�15

hj(�2) j 0:6e�38 0:7e�38 0:2e�38 0:5e�42 0.4e�45 0.6e�92

hj(�3) j 0:2e�151 0:4e�151 0:1e�152 0:1e�167 0.3e�217 0.2e�439

hj(�4) j 0:1e�604 0:9e�604 0:1e�610 0:4e�670 0.4e�904 0.3e�1809

Table 2

Comparison of numerical results for function h2(�)
hj(�n) j (5.21) (5.22) (5.23) (5.24) NH1 NH2
hj(�1) j 0:9e�11 0:9e�11 0:4e�11 0:7e�12 0.3e�8 0.8e�17

hj(�2) j 0:1e�41 0:2e�41 0:9e�43 0:2e�46 0.2e�49 0.5e�99

hj(�3) j 0:1e�164 0:3e�118 0:1e�169 0:2e�184 0.4e�296 0.1e�592

hj(�4) j 0:1e�656 0:3e�195 0:1e�580 0:2e�634 0.1e�1776 0.2e�3554

Table 3
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Comparison of numerical results for function h3(�)
hj(�n) j (5.21) (5.22) (5.23) (5.24) NH1 NH2
hj(�1) j 0:8e�13 0:1e�12 0:7e�13 0:6e�14 0.3e�9 0.1e�20

hj(�2) j 0:2e�56 0:7e�56 0:9e�57 0:2e�62 0.2e�65 0.7e�133

hj(�3) j 0:2e�230 0:1e�228 0:2e�232 0:2e�265 0.4e�402 0.2e�806

hj(�4) j 0:1e�926 0:1e�919 0:1e�934 0:6e�1032 0.9e�2423 0.1e�2675

Table 4

Comparison of numerical results for function h4(�)
hj(�n) j (5.21) (5.22) (5.23) (5.24) NH1 NH2
hj(�1) j 0:3e�9 0:7e�9 0:3e�9 0:1e�8 0.1e�6 0.3e�14

hj(�2) j 0:4e�40 0:2e�38 0:6e�40 0:1e�36 0.1e�44 0.2e�90

hj(�3) j 0:1e�163 0:1e�156 0:6e�163 0:3e�149 0.6e�273 0.5e�547

hj(�4) j 0:1e�657 0:9e�629 0:6e�655 0:2e�599 0.1e�1397 0.0
Table 5

Our methods namely NH-1 and NH-2 of convergence order three and four are

compared with the methods (5.21), (5.22) , (5.23) and (5.24) from [24, 42, 43] in the table

2-5. From the tables we observe that our method attain very high accurate results with

fewer number of iterations as compared to the method mentioned in the tables.
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Chapter 6

Conclusion

Multistep iterative methods are very interesting and important for �nding multiple

roots of algebraic and transcendental equations. In this research, single step and multi step

methods of various orders have studied for �nding multiple roots of non-linear equations. We

have also developed new iterative methods for �nding multiple roots of non-linear equations

that may arise in any modeling of real world with non-linear phenomena. These modi�ed

methods based on the method for simple root developed by Thota and Shanmugasundaram

[1]. It is observed that newly developed method has good comparison with method of same

order but involved with second order derivative. We have the following observation and

conclusions from this research.

6.1 Concluding Remarks

The single-step and two-step iterative methods mentioned in iterative functions

are speci�cally designed to identify multiple roots of algebraic and transcendental equa-
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tions with known multiplicities. These methods have convergence orders of three and six,

respectively, which indicates their rapid convergence towards the desired roots.

In cases where the root has a multiplicity of 1, these iterative methods provide

simple roots as outputs. Theoretical analysis of these approaches has been conducted and

their validity is supported by numerical results.

Comparing these methods to the one listed in Tables 2-5, the provided methods

demonstrate superior numerical e¢ ciency. This means that they require fewer iterations or

computational steps to converge to the desired root, making them more e¢ cient in terms

of time and resources.

It is worth noting that the e¢ ciency of a numerical method depends on various

factors, such as the speci�c problem being solved, the initial guess, and the desired accuracy.

Therefore, the superiority of the provided methods in terms of numerical e¢ ciency is speci�c

to the scenarios for which they were designed and tested.

6.2 Future Recommendation

Indeed, there are various strategies that can be employed to enhance the con-

vergence order and e¢ ciency index of iterative methods. Some of these strategies include

the use of weight functions, accelerating/self-accelerating parameters, and approximation

of derivatives.

Weight functions can be incorporated into iterative methods to give more impor-

tance to certain regions or points, leading to improved convergence properties. By carefully

selecting appropriate weight functions, the convergence rate can be increased, resulting in
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faster and more e¢ cient convergence.

Accelerating or self-accelerating parameters can also be introduced to iterative

methods to enhance their convergence behavior. These parameters dynamically adjust the

iterative process based on the behavior of the solution, leading to faster convergence and

improved e¢ ciency.

Additionally, iterative methods can be developed without memory, meaning that

they do not require the storage of previous iterates. These memory-less methods can o¤er

advantages in terms of computational e¢ ciency and memory usage, making them more

suitable for certain applications.

For cases where memory is permitted or bene�cial, iterative methods with memory

can also be developed using the strategies mentioned above. By incorporating memory-

based techniques, such as storing previous iterates or function evaluations, the convergence

rate and e¢ ciency of the iterative method can be further improved.

Furthermore, the proposed methods can approximate derivatives that arise in the

iterative process. By approximating derivatives, the number of required function evaluations

can be reduced, leading to a decrease in computational cost and an increase in the e¢ ciency

index of the method.

These strategies contribute to the development of higher-order iterative methods

with improved e¢ ciency, as they optimize various aspects of the iteration process. By

adopting these approaches and incorporating them into the design of iterative methods,

researchers can strive to achieve faster and more e¢ cient convergence for a wide range of

problems.
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