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ABSTRACT 

Title: Deep Learning for Intrusion Detection in IOT based Smart Homes  

Scurrying growth in IOT has been alleviating the different fields like Health Care Units, 

Industrial Units, Smart Homes or Military and so is trending topic for research. However, with 

the emergence of IOT, there is also high risk of security violations. Security breach involved 

the different categories of attack, illegitimate access and other privacy risks in IOT systems. 

Therefore, different researches had been conducted to palliate Cyber-attacks by configuring 

Intrusion Detection in different scenarios but as attacks are also growing with the same rate 

therefore, more work is still demanded or expected. In the proposed study, the comparative 

analysis of different Anomaly Based Intrusion detection system is conducted concerning 

existing state-of-the-art studies with respect to datasets, Machine Learning and Deep learning 

models. To overcome the limitations highlighted in existing work, the research proposed a 

novel solution for anomaly based intrusion detection in IOT with increased performance, lessen 

overfitting/underfitting issues and generalizable in nature. To ensure high performance w.r.t. 

different evaluation metrics, hybridization of Machine learning and Deep Learning models 

LSTM, KNN and DT was done and implemented on real time dataset CIC-IDS-IOT2022. To 

avoid underfitting/overfitting issues, feature selection and hyperparameter tuning was 

implemented. To check its impact, same solution was tested on benchmark dataset UNSW-

NB15. Google Colab and python were used as a platform and language. Experiment results 

showed significant increase in performance while minimizing misclassification and other 

limitations in comparison with state-of-the-art solutions. Involvement of more datasets and 

hybridization of other ML/DL algorithms inspired by the proposed solution in real time IOT-

IDS network is a future research goal. 
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CHAPTER 1 

1. INTRODUCTION 

1.1 Overview 

Internet-of-Things (IOT) is interconnection of sensors, machines, objects or other 

computing devices over internet in order to communicate with least human interference. IOT 

technology automates task and connect devices with internet. Specific types of sensor are 

involved to get information from physical entities and after analyzing it is stored into local 

storage which is then sent to cloud storage where appropriate action is taken according to the 

information. IOT usually came up with six elements identification, sensing, communication, 

computation, services and semantics [1]. These elements are capable of naming, addressing, 

data collection from sensors or actuators, exchange of messages, decision making according to 

the received information and facilitate users acting like human brains. The IOT devices needs 

to be in communication range so that instant communication can happen [2].  

 

Figure 1.1 : Applications of IOT 

 



2 
 

 
 

IOT is everywhere from smart homes, smart business, smart healthcare, agriculture or 

in predicting natural disasters. However, IOT is facing hurdles in the way of implementing as 

global technology due to multiple challenges like identification, scalability, energy efficiency, 

Data Management, interoperability, self-organizing capabilities and security. Among all 

challenges, security and privacy is the key necessity that ensures wide adoption of IOT. 

Moreover, to make communication secure and safe, security has already become a significant 

issue for many firms and Military as well. Involvement of IOT applications for daily chores, its 

security has also become a concern for a normal person. Security breach could range from 

information control to action control which could be a nightmare for all as it could affect 

lifestyle, health data, information theft and other serious implications [3].  

There are multiple attacks that could compromise the like DOS, DDOS, Bruteforce, 

Ransomware, HeartBleed, synflood, TCP or UDPflood or hacking. To mitigate these threats, 

traffic in an IOT network needed to be monitored and analyzed. This brings focus to fields of 

Datamining, Bigdata and Intrusion Detection Systems. Intrusion detection is the concept of 

monitoring traffic and classifying it into benign or malign. Intrusion detection in IOT network 

could be signature based, Anomaly based or Specification based. There is further classification 

of each type of Intrusion detection system (IDS), each ensures the security and prevention of a 

network in one way or another [4]. However, one responsible for prevention is known as 

Intrusion Prevention system (IPS). 

In anomaly based intrusion detection system, normal behavior is recorded and stored as 

patterns and then used to compare it with traffic patterns to see if noise and other probabilities 

of intrusions are anomalous or normal [4]. There are multiple techniques for anomaly based 

intrusion detection systems like Data Mining, Machine Learning, Statistical Model, Rule 

Model, payload Model, Protocol Model and signal processing model each with its pros and 

cons. 
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Machine Learning and Deep learning techniques for anomaly detection had been 

implemented in various fields to tackle attacks in a network with significant performance [5]. 

It usually consists of two phases Learning phase (Training), Testing phase and have various 

algorithms which are categorized as supervised, unsupervised, semi-supervised or 

reinforcement learning. Each category has multiple algorithms that could be used according to 

the need and scenario. However, there are also consequences of implementing these techniques 

in which requirement of training data and training time are the significant ones along with other 

evaluating factors which shows performance and resource requirements.  

Among other challenges, availability of good data is a big challenge. There are wide 

range of public datasets available for research purposes for intrusion detection in a network. 

However, most of them are not comprised of real time data and some of them are also getting 

outdated for providing enough mechanism for mitigating attacks in an IOT environment. Thus, 

finding a sound solution for anomaly based intrusion detection in an IOT environment with 

suitable Machine Learning or Deep Learning techniques on updated datasets with high 

performing metrics like accuracy, precision and low error rate, able to mitigate number of 

attacks is still ongoing quest.  

1.2 Motivation 

 The widespread of IOT devices is smart environments came up with security 

challenges. Several attacks pointed towards IOT network have become a motivation for 

implementing attack countermeasures [1]. Attacks could be an intrusion or anomaly with 

consequences. Hence, providing an anomaly based intrusion detection system, to prevent 

confidential resources from intruders, practicing Machine learning and deep learning models 

with remarkable performance has been pursuit of many researchers since years. However, by 

reviewing state-of-the art schemes, loop holes in them pulled researchers in the field for the 

sake of improvement. Many of the schemes lacked intrusion detection in IOT environment 

whereas showing results for NIDS. Moreover, using old datasets with no real time data is also 

an issue. Number of attacks and their patterns are continually emerging, therefore, system must 

be able to detect zero day attacks while keeping in mind the resource constraints. Machine 

Learning and Deep learning techniques for anomaly based detection showed valuable results 

while hybridization of machine learning and deep learning techniques is still needed to be 
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explored along with hyperparameter tuning to enhance the performance in terms of accuracy, 

precision, recall and F1-score and minimizing the issues caused by noise in the data. Due to 

high volume network data, Identification and selection of features to enhance the performance 

is also needed to be done. This research is dedicated to find an anomaly based machine learning 

technique for IDS-IOT with improved performance in comparison with state-of-the-art 

schemes. 

1.3 Architecture of IOT and IOT-IDS 

There is no consensus for IOT architecture. They are usually divided into 3 layers, 4 

layers or 5-layer architectures. The name of three layers are Application, Network and 

Perception while in four or five layer other layers could be named as support layer, processing 

layer or business layer while these three layers remain constant [1].  

In three-layer architecture, Perception layer consists of sensors, RFIDs or WSNs. It 

senses environment and collect information therefore it is a main target of intruders. 

Eavesdropping, Node capture, fake node, Timing and Replay attacks are the threats attached to 

it. Network layer is known as transmission layer works as a bridge between perception and 

application layers. Transmission source could be wired or wireless whereas, it is also used to 

connect to other networks or smart devices and therefore high range of threats or attacks are 

attached to it. Denial of service (DOS), Man in the middle (MiTM), storage attacks or exploits 

attacks are the main attacks that could compromise network performance and confidentiality. 

Application layer consists of all application areas implementing IOT technology like Smart 

Homes, Smart Agriculture, Industry and many more. This layer works like service provider to 

all applications depending upon the information collected by sensors. Frequent vulnerabilities 

could be Cross Site scripting, Malicious Code Attack and Mass Data. 
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Figure 1.2: Architecture of IOT 

Intrusion detection systems to mitigate network attacks is a necessity for a chaos free 

and private communication demanded by all application areas ranging from smart homes to 

Smart Agencies [4] [6]. Hence, there are three classes of IDS named as Signature Based, 

Anomaly Based and Specification based or Hybrid. Among these classes, Anomaly Based 

detection is able to detect unknown attacks as well therefore, gaining limelight of researchers. 

Anomaly based detection is further classified into FSM, Statistical, Data mining and Machine 

Learning. Due to diversity of Machine Learning methods and their abilities to detect anomalies, 

they are frequently implemented. 
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Figure 1.3: Architecture of IDS 

    Architecture of Anomaly based IDS consists of Detector that monitors the 

environment and analyzes the events according to baseline profile/models [7]. If observed 

activity matches the baseline profile than it is classified as normal or if it does not match but 

still in a threshold range, then the profile is updated but if it is not in threshold range then it is 

classified as anomaly and action is taken according to the designed system.  

Number and types of attack depends upon the Data source. Anomaly based intrusion 

detection could be implemented while capturing network traffic and process it as dataset or on 

publicly available datasets that serves the desired purpose. 

1.4 Applications of IDS-IOT 

Applications of intrusion detection system in a network could be categorized as Network 

traffic processing, Anomaly Detection, Threat Classification, Threat reporting, Prevention 

System and signature matching. It is also used in areas where fewer security incidents, selective 

logging, privacy protection, reputation protection, multiple or dynamic threat protection are 

goals to attain like in smart industries, homes or healthcare [4] [5] [8]. It monitors or analyzes 
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threats in order to cope up with intruders in real time, prevent numbers of attack like 

DOS/DDOS, detect unknown attacks or other malicious activities. This makes it an important 

research paradigm. 

1.5 Constraints in Anomaly Based IDS-IOT 

Despite of several methods for anomaly based intrusion detection in network, there are still 

numerous constraints that are needed to be handled or cannot be overlooked: 

1.5.1 False Alarm Rates 

False Alarm Rate is also known as False Positive Rate which means that the system declares 

something as true while it is actually false. Minimizing False Alarm Rate is one of the biggest 

challenges for secure IDS. However, minimizing it to zero is impossible but reducing it to maximum 

range to enhance performance is a research challenge. Hence, to increase the performance of network 

intrusion detection system, it is vital to reduce the False Alarm Rate [9] [10].  

1.5.2 Low Detection Rate 

Ratio between correctly predicted tasks and number of attacks is called DR or sensitivity. It 

should be high as low DR represents that there are large number of attacks that are not classified or 

predicted [10] [11]. Hence low detection rate is a constraint that is needed to be remove in order to 

implement a secure IDS. 

1.5.3 Imbalanced Datasets 

Imbalanced data is caused by unfair distribution of classes. Resampling for minority classes 

is necessary so that correct representation of data can be done [12]. However, in real time intrusion 

detection, data is usually imbalanced so there are multiple methods to deal with the data in order to 

classify minority classes correctly as well [13]. 

1.5.4 Noise 
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Noise is caused by the data that is not necessary or useful and may be redundant [14]. Big 

noise in the data cause low performing IDS. Hence, it is necessary to remove noise in the data which 

could be done by implementing correct methods to reduce noise [15]. 

1.5.5 Bias 

Bias arises due to oversampling. It is also known as prediction error. Low bias is the 

challenge to attain with correct methods and techniques [16] [17]. 

1.5.6 Variance 

If the classifier performs good with train set but could not perform well with test data, then 

Variance occurs. Variance must be low to avoid underlying issues cause degradation in performance 

[16] [17]. 

1.5.7 Overfitting/underfitting 

Overfitting occurs when there is low bias and high variance [17] [18]. It reduces the 

efficiency and performance of IDS as this system tries to cover values which could be a noise only. 

Underfitting is caused by high bias and low variance [17] [18]. It means that system is unable to learn 

enough from train data and hence cannot predict well which results in low accuracy. Goodness of fit 

is a term that must be achieved to avoid these limitations. 

1.5.8 Reduce Dimensionality 

To convert dataset from high dimensional to low dimension with less features with 

appropriate algorithms like PCA, KNN etc., is usually required as data is usually high dimensional 

[19] [20] [21]. It is necessary to handle high dimensional data. 

1.5.9 Response Time 
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Timely response is a must option for an optimal intrusion detection system. Intrusion 

detection system with delay in response cannot be called as good solution even if they are able to 

predict and detect attacks [16]. 

1.5.10 Generalizable Model 

When a model is able to give good results even for unseen data then the model is call 

Generalizable. Model is not generalizable usually due to no updating in the datasets for new attacks. 

Moreover, it is not easy to attain and depends upon Machine Learning algorithms, hyperparameters 

and Regularization techniques [22] [23]. 

1.5.11 Computational Complexity 

Computational complexities are termed as Time and Memory constraints. In IDS, 

preprocessing in the training stage and deployment in testing phase could cause high computational 

complexity which is needed to be taken care of  [7] [10]. 

1.5.12 Updating patterns vs performance 

Updating profiles in the database during data capture or preprocessing should be in a way 

that is not causing low performance [24]. Retraining could be used for updating patterns. 

1.5.13 Attribute Selection 

Feature selection that are representing a specific category or attack is another challenge that 

could be attained with different methods or techniques [25] [26]. Chi square, Random Forest 

Importance and Recursive Feature Elimination are common methods for Attribute selection. 

1.5.14 High Accuracy 

Accuracy is measured in percentage and represents the ability of a system to classify benign 

or malign classes of attacks correctly. Achieving high accuracy is the basic goal to achieve for the 
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good IDS [27] [28]. It could be achieving by accurate detection of attacks. Choice of good classifier 

according to the requirement ensures it. 

1.5.15 Cross Validation 

Cross Validation is a method to assess the performance of Machine Learning algorithms by 

testing it on subsets of the data. There are many types of cross validation techniques to test the 

accuracy of the model. Kfold, Rolling, Monte Carlo etc., Hence, choosing good validation 

mechanism is also important [29] [30]. 

1.5.16 Real Time Datasets 

Intrusion detection system in IOT is possible by using real time datasets, however, there are 

no such real time datasets available publicly and hence it is also a challenge to get a good real time 

dataset [31]. 

1.5.17 Classifier 

Choosing a best classifier for a better performing IDS-IOT is a big challenge which is 

achieved by choosing unbiased and non-associated algorithm for a desired problem as suggested by 

[32]. 

1.5.18 Protection Against New Attacks 

Protection against unknown attacks is required to secure an IOT environment. Therefore, 

continuous updating of profiles is required which could be attain by using AE or network flow 

patterns [33]. 
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1.6 Problem Background 

IOT is the concept of ubiquitous connectivity where all physical and virtual objects are 

embedded with Internet Protocol suite which enables them to connect with internet. The 

availability on the Internet makes it vulnerable to several security threats which require security 

mechanism to cope up with these threats. Security is a term that consists of multiple techniques 

with the objective of preserve, restore and guarantee the protection of information in computer 

systems from attacks [34]. For this very reason, Intrusion Detection system for IOT to minimize 

the effects of attack and to make it secure has been studied since years. IDS is in the form of 

hardware or software that is used to monitor and analyze traffic in order to detect attacks. IDS 

is further classified into Signature Based and Anomaly Based techniques [8]. In signature Based 

techniques, detection is done by matching signatures stored in the database with the signatures 

of the traffic flow. In Anomaly based detection, there is no such need of signatures and hence 

it is also able to detect zero day attacks. There are multiple methods of Anomaly detection in 

which Machine Learning algorithms are most frequently adapted. There are multiple studies on 

Anomaly based IDS with Machine Learning techniques for attacks detection in IOT 

environment.  

The main focus of state-of-the-art studies were to make use of different Machine 

learning and Deep learning techniques for intrusion detection. However, most of them lack in 

using real time dataset or updated dataset which leads to degradation in performance as attacks 

usually change their patterns and ways. Public available datasets in SLR lacked in having IOT 

traces and mostly performed well for NIDS. Along with overhead on monitored system, some 

of them also increased time complexity. Moreover, there were many underlying issues like 

noise, overfitting, underfitting, complexity and dimensionality which were caused due to 

carelessness in data cleaning, feature extraction, selection and normalization techniques. The 

good performance of algorithms on unseen data make it a general model which is another 

important factor. Accuracy is an important parameter to measure the performance of the model 

which needs to be maximized whereas there was difference in test and train accuracy of many 

existing models which depicts overfitting or underfitting. To countermeasure these issues, 

appropriate methods were selected for Data cleaning, hyperparameter selection and hybrid 

ML/DL based classifiers were used on recent real time data set for intrusion detection in an IOT 

environment which is IOT based smart home.  
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1.7 Problem Statement 

Vulnerabilities in an IOT environment in the forms of network attacks make it less secure. 

On the contrary, IOT is everywhere from homes, education sector, healthcare, businesses to highly 

authoritative agencies and is getting its way in taking over almost all the activities [2], therefore, 

intrusion detection system to cope up the attacks were presented by many researchers which shows 

the unavailability of latest real time datasets with a need to improve the performance of classifiers 

by adapting correct techniques and making it a generalized model. 

1.8  Research Questions 

The study accomplishes the answers to these questions. 

i. How to implement hybrid ML/DL model for intrusion detection in IOT based Smart 

Homes. 

ii. How to improve the performance of the IDS by using hybrid ML/DL model for 

classification in order to make it generalizable in nature as well by using correct 

evaluation techniques. 

1.9  Aim of the Research 

The aim of the research is to provide ways of securing an IOT smart environment through 

hybridization of Machine Learning and Deep Learning techniques. It is also inclined towards 

mitigating different network attacks through IDS-IOT. Improving performance through correct 

selection of methods and techniques is also a goal. 

1.10 Research Objectives 

The objectives of the research are: 

i. To implement hybrid ML/DL model for intrusion detection in IOT based smart Homes. 
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ii. To find ways for improving the performance of IDS by using hybrid ML/DL models by 

using appropriate evaluation techniques. 

 

1.11 Scope of the Research 

The intrusion detection system for IDS through hybrid ML/DL techniques was implemented 

for Smart Home on real time IOT dataset. However, it could also be used for NIDS. It is able to 

mitigate attacks: BruteForce, UDPflood, TCPflood and HTTPflood attacks. It is also able to classify 

normal behavior. It could also be used for smart environments by updating profiles in the dataset. 

1.12 Thesis Organization 

Thesis is structured as: 

Chapter 2 provides a review on different Machine Learning and Deep Learning Methods for 

intrusion detection. Taxonomy of these ML-based IDS-IOT is also presented. Based on this 

taxonomy, different schemes have been reviewed in the literature and tabular comparison of these 

schemes in terms of classifiers, datasets and attacks is provided. By reviewing these schemes, 

limitations of the state-of-the-art schemes and gaps in them leads towards this research work. 

Chapter 3 provides a complete methodology and details of steps for solving an identified 

problem. It includes research design and experimental setup. It also includes architectural diagram 

of the proposed solution along with pseudo code having complete details. Benefits of the proposed 

model is also explained along with important equations and Mathematics. 

Chapter 4 gives results and analysis of the proposed scheme in comparison with different 

benchmark schemes. It also gives analytical details of the proposed solution by applying same on 

benchmark dataset. Performance is evaluated on the basis of different metrics and represented in the 

forms of graphs. 

Chapter 5 concludes the research in simpler words and highlights the potential future 

directions for research community. 



CHAPTER 2 

2. LITERATURE REVIEW 

2.1  Overview 

This chapter comprises overview of different Machine Learning and Deep Learning 

techniques for mitigating various attacks and thus securing Internet of Things (IOT) network as 

stated in existing studies. It also includes taxonomy of intrusion detection in IOT using Machine 

Learning, Deep Learning and Hybrid algorithms. Diversity of IOT applications make its more 

prone towards security breach and considerable growth in ML/DL techniques in the recent era 

could be used to address the issue. Thus, previous ML/DL schemes for detecting malicious 

behaviors in IOT network along with their benefits and limitations are inspected which provides 

different research challenges. 

2.2  Architecture of IDS 

IOT architecture is usually explained as three layers [35],[36]. The functionality of these 

layers boosts up the security risk [35]. To secure an IOT network, intrusion detection techniques 

are vital which are categorically called as Signature Based and Anomaly Based [37]. Anomaly 

Based Detection is used to distinguish between normal and abnormal actions by continuously 

noting down and maintaining the normal behavior of the system [37]. Hence, Different Machine 

Learning, Deep Learning Models are used to detect anomaly [35],[3].  
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Figure 2.1: Working of IDS 

Machine and Deep learning based intrusion detection was done by many researchers in 

different fields like smart home, smart healthcare, smart grid or other networks. Applications 

of ML algorithms in smart home is shown in Fig 2.2 influenced by the research. 

 

Figure 2.2: Intrusion detection in Smart Home 

2.3  Schemes/Models for Intrusion Detection in IOT 

The classification of different types of attack is extensively handled by Machine 

Learning and Deep learning models. The Machine learning models or methods for anomaly 
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detection are categorized as labelled learning, unlabeled learning, labelled + unlabeled learning 

and trial/error learning. There are multiple algorithms and models in these categories which are 

able to deal with different type of data samples and feature sets. Based on the specifications of 

model and scenario, different types of attacks could be handled and performance could be 

measured with performance metrics. Moreover, to validate these models for IDS in IOT, there 

are wide range of public datasets on which these models could be trained. Most common are 

KDD99, NSL KDD, BOT-IOT, TON_IOT, Android Malware and IOT 23 etc. Taxonomy 

explaining categorization of different ML/DL schemes is given in FIG 2.2   

 

Figure 2.3: Taxonomy of IDS-IOT w.r.t. ML/DL in SLR 
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2.3.1 ML Models for IDS-IOT 

 

Figure 2.4: Anomaly Based IDS using ML 

Decision Tree is most frequently used Machine Learning model. It uses top down 

strategy. In [38] CART algorithm based on Decision Trees was used to split the parent and child 

nodes based on Gini index criterion. Ensemble classifiers utilized the results of multiple 

Decision Trees through voting. It means that multiple classifiers were used for the selection of 

sample classes through voting rather than a single model [38]. CART Decision Tree is famous 

for Classification and Regression. Combinations of three decision tree was used in [38]along 

with NSL KDD dataset simulated in MATLAB which resulted in improved performance and 

accuracy while detecting variety of attacks like DOS, R26 and Probe etc. However, the time of 

Modeling was increased due to combination of Trees which could be ignored or manageable 

after further research and testing on it. Moreover, the architecture of Decision Tree needs high 

storage and could be understood easily if numbers of trees are not high [35]. Decision Tree and 

other Machine Learning algorithms were used to classify normal and malicious traffic in IOT 

network and the evaluating Dataset was Sensor 480 which resulted in high performing Decision 

Tree in comparison to SVM, Adaboost and Naive Bayes [39]. The building of Training Dataset 

with high volume of Data to mitigate intercepting activities in IOT network while developing 

ML model is a challenging task. Security Features are also vital to be considered in an advance 

level for dealing with network attacks [39]. 
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Figure 2.5: Experimental setup for IDS using SVM 

Support Vector Machines are used for intrusion detection through hyperplane 

[40],[41],[42]. In [7] nonlinear SVM model was proposed for intrusion detection as it was more 

suitable for UNSW-NB15 dataset with difference in values. Non-linearity model made it 

independent of the data values which was the requirement of the UNSW NB15 Dataset. The 

proposed model showed effective performance both in Binary class and Multiclass 

Classification. In [6] different SVM techniques named as Linear SVM, Quadratic SVM, Fine 

Gaussian SVM and Medium Gaussian SVM on NSL-KDD dataset were simulated through 

MATLAB. Linear SVM involves linear kernel and is used when data is linearly separable. If zs 

and zt are data points, then kernel in this scenario is: 

𝑘(𝑧𝑠, 𝑧𝑡) = 𝑧𝑠𝑧𝑡  (2.1) 

In Quadratic SVM, kernel is 

𝑘(𝑧𝑠, 𝑧𝑡) = (1 + 𝑧𝑠𝑧𝑡 )
2 (2.2) 

Fine Gaussian SVM showed clear difference between classes with kernel sqrt(P)/4 (P 

are the predicators).  Medium Gaussian showed less differences between classes where Kernel 

is sqrt(P). Analysis was done through ROC and confusion Matrix. Fine Gaussian SVM was 

high performing among other SVM techniques with minimal error rate. Real time Dataset could 
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be involved in future to see more of these SVM techniques for IOT security in terms of intrusion 

detection. The widespread of IOT makes it vulnerable to attacks mainly DOS attack so 

lightweight IDS was developed based on Genetic Algorithm-SVM [42]. In [8], number of 

experiments were done and packet arrival rate attribute was used with proposed SVM algorithm 

which provided good performance in detecting DDOS attacks. GA-SVM minimized the 

computational time as it involved feature selection through GA in training phase. Moreover, 

there were other values that varied according to the need and optimal value is selected through 

hit and trial. Time window and kernel parameters were controlled. If number of dimensions 

were increased, then it could be challenging for classifier. More number of attacks is indicated 

as future implication in research.  

In [43]KNN and LSTM were used for protection against illegitimate user in IOT 

network. It took three phases. In preprocessing, normalization of data was done in R [0,1] 

through min-max function. After preprocessing, feature selection was done through which best 

features for intrusion detection were selected. Finally, KNN and LSTM were implemented to 

detect intrusion if any. The functionality of KNN resembles clustering [43]. Grouping of 

instances was done according to the value of K and distance measured. LSTM was used as it is 

able to minimize the error rate by calculating difference between expected outcome and original 

outcome and then adjust these calculations through varying values of weights and bias 

accordingly. Simulation was done through MATLAB and BOT-IOT dataset was used. Mean, 

Detection time and Kappa stats were evaluating parameters for performance check. Detection 

time was needed to recognize attack whereas mean value was used to set and balance TPR and 

TNR. Accuracy was shown through kappa stats. The comparison of KNN and LSTM was also 

drawn which determined that LSTM had no under fitting and over fitting flaws so it was better 

performing algorithm in the scenario. More attacks and high number of instances in real time 

IOT scenario needed to be extend from this work. 

In [44] Naive Bayes Model was utilized in which the probability of intrusion for a 

specific attribute was calculated and repeated for each attribute during training phase. In testing 

phase, time taken to calculate probabilities is proportional to n as worst case. Intrusion detection 

over KDD 99 cup Dataset through NB was done which shows good performance as classifier 

using Multiclass Classification. However, as NB has two layers with no interference between 

information nodes which causes limited paradigm to this work. It could be minimized using 
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event based classification and active environment where samples have dependent features. 

There are three more types of Naïve Bayes algorithm [45] named as Gaussian NB, Multinomial 

NB and Bernoulli NB. In Gaussian NB, probability is calculated as  

𝑃(𝑎|𝑥) = [𝑃(𝑥|𝑎)𝑃(𝑎)]/𝑃(𝑥)  (2.3) 

Where P (a | x) is the posterior probability, P(a) is the prior probability of attack, P (x | a) is the 

likelihood which is the probability of predictor given class and P(x) is the prior probability of 

predictor. 

In Multinomial NB, continuous dataset with discrete count is used whereas in Bernoulli 

NB, both discrete and categorical data could be used but feature vector should be binary [45]. 

The experimental setup in [45] used Gaussian NB as it was aimed to cope up with more than 

two groups of attacks. Moreover, sklearn library of python was used to evaluate all parameters 

over KDD dataset. PCA was also used to reduce the attributes and execution time of KDD 

dataset over KDD dataset which exhibits better performance than traditional Naïve Bayes. 

However, if number of components are increased then it will affect accuracy which could be a 

challenge to overcome in future.  

Grey Wolf optimization(GWO) and Particle Swarm Optimization (PSO) were used for 

feature extraction and selection and Random Forest was used as classifier for intrusion detection 

through simulation in Python language on KDD 99, NSL-KDD and CIC IDS 2019 datasets 

[46]. Random Forest is a bagging classifier as it includes multiple DTs. RF has multiple DTs in 

which each DT is involved in voting and RF collects the predictions and selects highly voted 

features for classification, hence, RF is robust to overfitting and has no noise-sensitivity [47]. 

RF has high variance and low bias but with the GWO-PSO-RF problem, biasing problem was 

solved [46]. Hence, it showed optimal results but it could also be implemented in real learning 

environment depicting IOT security to ensure its performance and distillation technique in IOT-

NIDS could also be incorporated to enhance performance. Moreover, new datasets could also 

be developed for IOT-IDS as in [48], new Dataset ToN_IoT was proposed as a representation 

of Normal and malicious activities in IOT network and ML and DL based Classifiers were used 

to see its effectiveness. RF and CART worked best with the proposed dataset however, 

hyperparameter optimization could be done with genetic and Bayesian algorithms. 
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Security breach is always a concern for Routing Protocol in Low power and Lossy 

Networks [47]. For this the study [13] explained the initials of developing IOT-NIDS using ML 

and DL techniques for detecting routing attacks against RPL. For this, binary class classification 

and multiclass classification datasets were generated by simulating routing attacks and 

processing the captured traffic. Then different ML and DL classifiers were trained to build IDS. 

5-fold cross validation strategy was used which depicts RF with lowest fitting time and accuracy 

equals to other ML models like KNN and DT whereas DL models like MLP, NB and LR could 

not perform very well in the scenario.   

To overcome Routing attacks, four Ensemble Learning ML models were implemented 

on RPL-NIDIDS17 dataset [49]. Ensemble learning models were Boosted Trees, Bagged Trees, 

Discriminant and RUSBoosted Trees and dataset contained packet traces of Sybil, Clone ID, 

Black Hole and Hello Flooding etc. Preprocessing of data was done through cleaning, one hot 

encoding and scaling methods. Missing values were handled through cleaning, one hot 

encoding converted nominal data in numerical form and scaling was used to scale it between 0-

1. After, preprocessing data was converted into train and test samples and four Ensemble 

Learning Models were trained on train sets and then tested to see the expected outcomes in 

terms of attack detection as normal or attack class [49]which depicted the good performance of 

EL ML models. However, lightweight solution for securing smart nodes in IOT network would 

be the target for future. 

To improve the feature sets, Association rule mining techniques such as FP Growth 

algorithm could be used as in [50], after improvement of feature sets through FP growth 

algorithm, the CNN model was implemented for detection of Botnet attacks which gave higher 

accuracy then existing features. However, number of attacks, sample size and more ML/DL 

models with tested threshold value could be a challenge for future work. 

K-Means clustering model is unlabeled ML model used for clustering by calculating 

Euclidean Distance [26], [51]. To enhance the performance of the intrusion detection, 

Classification and detection phase was completed through hybridization of K-Mean and SVM 

algorithm [26]. Clustering of normal traffic and malicious traffic was done through K-Mean 

and then SVM was implemented for classification of normal and abnormal instances with 70% 

training and 30% testing data. K-Mean+SVM gave low false rate and high accuracy versus K-
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Mean and SVM model as a separate model. More models and attacks could be incorporated in 

it to see effectiveness of other models in the scenario. 

For feature extraction and reduction of dimensionality in feature set, Principal 

Component Analysis ML technique is used [52], [19]. In [52], PCA was used to reduce 

dimensionality and then its performance was tested through IOT testbed scenario through KNN 

model. Results declared the effectiveness of PCA+KNN after comparing it with the results 

without PCA. In [19], hybridization of PCA with GWO algorithm was done to reduce the 

dimensionality of feature set to more extent and then it was further hybridized with different 

algorithms like RF, SVM and DNN for DDOS detection in IOMT. Evaluating parameters like 

accuracy, sensitivity and specificity declared PCA-GWO-DNN model the best among others. 

However, it could be used for multiclass classification in future. 

In the real network scenario, it is impossible to have labelled data in all scenarios, there 

are higher chances of unlabeled data as well therefore semi supervised machine learning works 

best in the scenarios like these [24],[53]. To address class imbalance problem and non-identical 

distribution problem, Multi-level semi supervised ML (MSML) was proposed [24]. The 

limitation of the study was that hyper-parameters were not flexible enough. Moreover, 

distributed environment to speed up the training of model is also a challenge for researchers. In 

[53], Disagreement based SSL was used for IDS on DARPA dataset and in a IOT company 

which depicted it performs very well for detecting abnormal activities. In Disagreement based 

SSL works on the basis of disagreement between base learners. Through comparison, it was 

evident that this technique not only improves detection rate but also minimized false alarm rate. 

However, large number of samples is still a dispute to see same level of effectiveness. 

In Reinforcement Learning model, the agent has no prior information and learns through 

trial and error about the actions with higher number of awards and thus is called as reward based 

model [35]. To predict the cyberattacks, Q learning model was used and the problem of QOS 

control was managed by RL learning algorithm [54]. The RL based model was also compared 

in terms of accuracy and precision with other DL models with significant performance and AUC 

was also improved. However, the increased epoch caused decrease in precision. More DL 

models with different calculation should be trained to make an effective IDS.  
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2.3.2 DL Models for IDS-IOT 

To make cost effective solution for real time intrusion detection, Multi-Layer Perceptron 

(MLP) was trained on NLS-KDD dataset which was updated version of NSL-KDD dataset by 

[55]. MLP is fully connected Feed forward neural network with input layer, one or more hidden 

layers and output layer [55] [56]. The MLP is Discriminative Learning Deep Learning model 

in which derivatives of weight are calculated by Back propagation algorithm and weights are 

updated by the Gradient Descent Algorithm [55]. Intrusion detection in IOT system was 

inspected by training of two MLP models with 26 input layer neurons, 9 hidden layer neurons 

and 2 output layer neurons on NSL KDD dataset and KDD 99 version. Performance was 

calculated through different parameters while implementing these models in the Arduino and 

training of model was done in Python due to availability of large number of libraries in the 

language. The result not only showed increased performance but also ensured low power 

consumption due to Arduino. In future, more attacks and upgraded versions of datasets with 

significant feature sets could be used to secure IOT network. Moreover, unsupervised learning 

could also be implemented to overcome new attacks. 

Another supervised Deep learning model for attack detection in IOT systems is 

Convolutional Neural Network (CNN) used by [57]. Feature set was encoded into a digital 

matrix which was further used to detect intruding activities using CNN model. During training 

session, the input was digital matrix and the output was weight array in neuron links. While in 

detection phase, preprocessed data was extracted and significant feature set was gone through 

calculation model on the obtained weight set in training phase to detect anomaly. To overcome 

the problems in classical neural networks that arises due to connectionless nodes in layers, CNN 

emerged as promising one due to availability of convolutional layers, polling layers, fully 

connected layers and dropout layers [58]. Data clustering was used as novel method for 

intrusion detection by [58] in which feature data was divided into four parts and clustering 

helped to learn the high level relationships between global features. The input was converted 

into images as CNN was used as classifier. Single CNN structure was used to train and test the 

data in four parts and then to obtain better results the results of for single CNN model was 

merged through multi-CNN fusion method on KDD dataset which gave 86.95% and 76.67% 

accuracy for binary class classification and 81.33% and 64.81% accuracy for multiclass 

classification. Fusion of deep learning models in online learning environment would be the goal 



24 
 

 
 

for future to secure industrial IOT systems. The combination of IFS, CNN extractor and BG 

classifier known as Genetic CNN was implemented in [59] to mitigate dangerous network 

attacks. It gave high performance and ignored overfitting problems which is aimed to use in 

practical environments to secure them against illegitimate activities. To handle zombie attacks, 

a novel Adaptive Swarm Optimization CNN(APSO-CNN) algorithm was proposed by [60] for 

IOT intrusion detection. PSO algorithm with varying inertia weight was used to optimize 

parameters of one dimensional CNN, the cross-entropy loss function value of validation set was 

obtained from the first training of CNN which was considered as fitness value of PSO. The 

comparison was also done through new evaluation method between prediction probability and 

prediction label. Finally, the comparison of APSO-CNN with other models show the 

effectiveness of APSO-CNN for intrusion detection.  The limitation of the work was time 

complexity of heuristic search algorithm which needs to be work upon in future. Selection of 

effective features to detect new attacks is also a challenge.  

Recurrent Neural Network is artificial neural network with reflexive feedback 

connection from neurons. RNN is supervised learning model which is able to see abnormalities 

in data and thus recommended for intrusion detection [61]. In [61], prediction about next packet 

that whether its normal or abnormal is done through analyzing industrial IOT data through 

distance calculation by training Long short term Model (LSTM). Predicted data was compared 

with actual packet to see whether its normal or not. Cosine similarity was used for anomaly 

detection by setting boundaries which gives higher intrusion detection performance than many 

other data mining techniques. However, due to complex structure of IOT systems, more 

research is needed to find the optimal solution to even get protected from hackers. Protocol 

Based DID dataset was used in [62] which reduced number of features by comparing it with 

UNSW-NB15 and BoT-IoT datasets and LSTM was used as classifier with promising results 

but misclassification of DOS and DDOS occurred due to similarities between their features 

which could be mitigate in future. 

Smart environment is getting into limelight since last decade but with the evolving smart 

environment and IOT sensors, also comes a security threat more commonly DDOS attack [63]. 

Therefore, A. Elsaeidy et al. represented intrusion detection system where Restricted 

Boltzmann Machine (RBM) was used to select best features as RBM was able to handle 

unlabeled data as well and then multiple algorithms like FFNN, RF and SVM were used as 
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classifiers to see and compare their effectiveness in anomaly detection. FFNN was best 

performing classifier for attack detection in terms of accuracy. More types of attacks with new 

generated datasets could be done to improve the results.  

To detect different types of attack, intrusion detection model was presented in which 

Genetic algorithm(GA) and Deep Belief Network(DBN) were combined to obtain desired 

results [64]. Optimal Network structure was produced through iterations by GA and then this 

network structure was used for IDS to classify different attacks. DBN is combination of multiple 

RBMs and usage of GA-DBN helped to develop a generalized model for IDS with less 

complexity and increased accuracy. However, other parameters should be considered that help 

to reduce training time with high accuracy in classifying attacks for IOT. 

DAE is an AE with more than one hidden layer which allows DAE to learn complex 

patterns of data more easily. The encoder E1 encodes input Y, the second encoder E2 encodes 

the output of E1 and the third encoder E3 encodes the output from E2. The encoding on the 

middle layer could be stated as Z=E3(E2(E1(Y))) [65]. To extract best features from raw data 

and present it as low dimensional features, Deep Auto-encoder (DAE) was used in order to 

improve the efficiency and effectiveness of attack detection and classification (Binary or 

Multiclass) on NSL-KDD and CIC-IDS2018 datasets. Hyperparameter tuning was done 

through Random Search after the DAE extraction and then different DL models were trained to 

classify attacks with increased accuracy. The working of more DL models and feature extraction 

methods needed to be study for future. 

To deal with imbalanced data, Generative Adversarial Networks(GAN) was used to 

resample the data and then Random Forest(RF) was used as classify different attacks which 

showed that minority classes were also classified correctly as normal classes [12]. The 

comparison of GAN with SMOTE resampling data was also done which shows high accuracy 

of GAN-RF method in classifying minority classes by avoiding overlapping of classes and noise 

problems. The incorporation of an Auto Encoder (AE) before resampling with GAN to enhance 

the performance is a challenge. 

Deep Neural Network (DNN) was used by initializing four-layer neural network [66]. 

Network was trained with stochastic gradient descent through Back-propagation. The input data 
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was propagated through hidden layers and transformed to final output. The weights were 

updated for each epoch. ReLu, sigmoid were used as activation function. DNN model was using 

early stopping algorithm to attain best validation accuracy. LSTM was also used along with 

DNN to get time related non-linear dynamics in the data. Four layered LSTM was used and 

connected dense layer was stacked to process the outputs of LSTM model. LSTM also used 

early stopping algorithm to attain best validation accuracy’s value. Ensemble learning was used 

to utilize stacked approached of DL models with combinations of DNN and LSTM followed by 

a Meta-Classifier to detect anomalies with increased performance on heterogeneous datasets 

like IOT23, LITNET2020, NetML2020. The implementation can be further extended if more 

datasets are incorporated and additional computational methods like Apache Spark are utilized 

in the future to speed up the processing speed.  

An intelligent network IDS model was proposed in [67] that was comprised of two 

parallel Auto Encoders, both were having three successive layers of convolutional filters. The 

decoder part of the APAE was different from encoder with eight successive convolutional 

layers. Positional self-attention and channel self-attention were used to enhance features. This 

helped to let APAE detect minority classes as well. The evaluation of model was done through 

UNSW-NB15, CICIDS2017 and KDDcup99 datasets which clearly showed that APAE as good 

performing model. However, the difference between accuracy is not very high but as it was 

lightweight algorithm due to usage of less parameters and required less resources therefore, it 

is still considered as optimal solution for IDS-IOT. Further, more DL/Models could be used as 

stacked or ensemble approach to monitor their performance. 

To minimize False Detection Rate in network, HCRNN- based model was developed in 

[22] which utilized CNN and RNN structures. Feature extractor in CNN had convolution and 

pooling layers. The feature map as extracted output became input of classifier. However, it 

missed the temporal dependency of features for which RNN layers after CNN layers were used 

in HCRNN. The model was evaluated by implementing on CSE-CIC-IDS 2018 which shows 

high accuracy and good detection rate. Real datasets could be used to test the effectiveness of 

HCRNN has become a challenge for researchers. 

2.3.3 Hybridization of ML/DL Models for IDS-IOT 
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There were many approaches based on Machine learning models and deep learning 

models to cope up with different types of malicious activities in existing studies but there were 

few limitations to them which could be avoided by exploiting Hybrid Machine Learning or 

Deep Learning model as a new model/approach [68],[69],[70]. In [37], Deep Learning model 

CNN was used to learn features from IOT network which were given to LSTM as input. In this 

way, LSTM classified the malicious activities. IOT 23 was the dataset used and hybrid CNN-

LSTM model trained on IOT 23 undergoes no underfitting or overfitting problems. CNN-LSTM 

model gives 96% accuracy which could be further improved by considering different scenarios 

and DL models. In [69], CNN along with Gated Recurrent Neural Network (GRU) were trained 

on six datasets to prevent IOT network from various kinds of attack while ensuring high 

accuracy and evaluation on the basis of precision, Recall and F1 score both in binary class 

classification and multi class classification. Recursive feature elimination was also used to 

extract important features and overall model worked fit for IOT-IDS but there is still a room to 

explore more Deep Learning techniques and their comparison with CNN-GRU. Another hybrid 

model named as hybrid deep random neural network (HDRaNN) was presented to palliate 

network attacks in IIOT [70]. HDRaNN combined DRNN with MLP with dropout 

regularization over DS2OS and UNSW-NB15 datasets with 98% and 99% accuracy.  

Feature extraction and selection are significant steps for good performing attack 

detecting system in a network, hence in [25] feature selection utilizing Information Gain (IG) 

and Gain Ratio (GR) was done. It used insertion and union of subsets on top 50% IG and GR 

features. The result obtained showed high accuracy and thus feature selection plays a vital role 

in enhancing performance of IDS. More algorithms could be used for feature selection and their 

influence on IDS in the future. 

M. A. Khan et al. represented hybrid DL model incorporating CNN+LSTM on ICSX-

UNB Dataset where ML Spark was used for normal behavior classification whereas 

CNN+LSTM were used as Classifiers with significant accuracy and detection rate however it 

did not involve recent datasets which could be done by researchers and attacks usually tend to 

change their patterns as well [71]. 

PCA+KNN was used by R. Wazirali et al. in which feature extraction was done with 

PCA and after hyperparameter tuning, KNN was used as classifier [29]. It required low energy 
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while attaining high detection rate whereas it is not generalizable because altering data caused 

degradation in performance so work is needed to make it as generalized solution. 

AAE and GAN were used to avoid noise in the data and latent representation of the data 

whereas KNN was used as Classifier on IOT 23 Dataset [72]. Both techniques showed good 

performance but GAN outer performed in terms of accuracy. Instances of Minority classes 

could have been increased and Features Resemblance Method could have used for detection of 

new attacks. 

To secure IOT based smart environments, multiple studies had been conducted as in 

[73], three-layer architecture was presented in which multiple supervised ML algorithms were 

used to classify normal behavior, malicious behavior and types of attacks. Nine Classifiers were 

used for three-layer structure in which J48 Tree structure performed the best in terms of 

accuracy and F measure. Deep learning algorithms could be implemented in the same manner, 

to compare their effectiveness with ML based algorithms, should be targeted research paradigm. 

2.4  Comparison of ML/DL based IDS-IOT 

This section comprised of Tabular representation for comparative analysis of different 

Machine Learning, Deep Learning and Hybrid algorithms caters as sensing various attacks 

along with some other parameters/ factors which lead towards various research ideas. 

Table 2.1 : Comparison of ML/DL schemes for IDS 

Algorithm/M

odel 

Dataset Domain Classification Attacks Performance Metrics Procedure Merits Demerits 

Hybrid DT 

[38] 

NSL-

KDD 

IOT based SG Binary DOS, Probe, 

U2R, R26 

ACC, Precision, 

Recall, F1-Score 

Combination of 

three DTs were 
used for 

classification 

while CART 
algorithm was 

used to structure 

tree nodes. 

Improved 

Accuracy. 

Value of Recall 

was lower when 
compared to 

benchmark 

schemes. 
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Linear SVM, 

Quadratic 
SVM, Fine 

Gaussian 

SVM, 
Medium 

Gaussian 

SVM [5] 

NSL-

KDD 

NIDS Multi-Class DOS, Probe, 

U2R, R26 

ACC, Error, ROC, 

Confusion Matrix 

Multiple SVM 

based 
techniques were 

used for 

classifying 
different attacks 

in a network. 

Fine Gaussian 

SVM performed 
really well with 

least error rate. 

Optimization of 

SVM could have 

been done. 

Non Linear 

SVM [6] 

UNSW 

NB 15 

NIDS Binary, Multi-

class 

Analysis, 
Backdoor, DOS, 

Exploits, 

Fuzzers, 
Generic, 

Reconnaissance, 

Shellcode, 

worms 

ACC, DR, FPR Non-Linear 
SVM was used 

because of high 

dimensionality 

of Data. 

Performed well for 
classification of 

attacks. 

Difference in train 
and test accuracy 

depicts Low bias 

and High variance 
which may depict 

overfitting. 

KNN, LSTM 

[43] 

Bot-IOT IOT Network Binary DDoS, DoS, 

OS, Service 
Scan, 

Keylogging, 

Data 

exfiltration. 

ACC, DR, Kappa 

Stats, Geometric Mean 

Normalization 

was done using 
MinMax and 

then 

preprocessing 
was done 

through GR and 

IG. KNN and 
LSTM were 

classifiers. 

Caters Overfitting 

and underfitting 
issues and faster 

learning rate with 

LSTM. 

Difficult to select 

suitable value of K 
while using KNN 

and LSTM takes 

relatively more 
time and power to 

train. 

PCA+NB 

[45] 

NSL-

KDD 

NIDS Multi-Class Probe, DOS, 

U2R, R2L 

ACC, Confusion 

Matrix 

PCA was used 
to reduce 

dimensionality 

of data while 
NB was used as 

classifier. 

Decreases the 
execution time by 

minimizing 

number of 

components. 

Degradation of 
Accuracy if 

number of 

components are 

increased. 

GWO-PSO-

RF 

[46] 

KDDCU

P99, 
NSLKD

D99, CIC 

IDS 2017 

IOT network Binary Class, 

Multi-Class 

DOS, DDOS, 

Heartbleed, 
Botnet, 

Infiltration etc., 

ACC, Precision, 

Recall, F1 score, 
Support, Confusion 

Matrix 

GWO-PSO was 

used to select 
relevant features 

and RF was used 

to classify 

attacks. 

Balanced GWO-

PSO-RF reduced 
biasing problem 

and DR of 

minority classes. 

Real Time Dataset 

could have been 

used. 

EL [49] RPL-

NIDDS1

7 

NIDS Binary Sinkhole, 

Blackhole, 
Sybil, Clone ID, 

Selective 

Forwarding, 
Hello Flooding 

and Local 

Repair  

ACC, AUC Bagged Trees, 

Boosted Trees, 
Discriminant 

Trees and RUS 

boosted Trees 
were used as 

classifiers and 

ensemble 

through voting. 

Ensembled 

Learning showed 
good performance 

in mitigating 

Routing Attacks. 

Accuracy could 

have been 

improved. 

FP Growth 

Algorithm, 

CNN 

[50] 

N-BaIOT IOT Binary IOT Botnet 

Attacks 

ACC, Precision, 

Recall, F1-score 

Associatin Rule 

technique FP 

growth was used 
to improve the 

feature set and 
CNN was used 

for 

classification. 

Method for 

Improvement of 

original feature set 
was given and 

ACC was also 

good. 

Number of classes 

and data size was 

small. Threshold 
value could have 

been tested. Only 
one attack class 

was catered. 



30 
 

 
 

SVM+K-

Mean [26] 

Proposed 

Real 

Dataset 

IOT, WSN Binary DOS, Probe, 

U2R, R26 

ACC, DTR, FPR Clustering of 

normal and 
malicious traffic 

was done 

through K mean 
clustering 

whereas SVM 

was used for 

classification. 

Updating of attack 

and normal traffic 
was done in real 

dataset. 

More attacks 

could have been 
handled with the 

incorporation of 

more ML/DL 

models. 

PCA-

GWO+DNN 

[19] 

Kaggle 

Dataset 
IOMT Binary R2L, Phishing, 

Probe, DoS and 

U2R 

ACC, Sensitivity, 

Specificity 

PCA+GWO 

were used to 

reduce high 
dimensional 

data into low 

dimensional and 
DNN was used 

as classifier. 

ACC was 

increased and time 

complexity was 

decreased. 

Multi-Class 

problem were 

missing. 

MSML [24] KDD99C

UP 

NIDS Multi-Class DOS, Probe, 

U2R, R26 

ACC, Precision, 
Recall, F1-Score, 

Confusion Matrix 

Imbalance data 
and unknown 

pattern 

recognition was 
handled through 

MSML. 

ACC was 

increased. 

Hyperparameter 
optimization was 

not done. 

Disagreement

-SSL [53] 

KDD99C

UP 

IOT Threat Alarm DOS, Probe, 

U2R, R26 

Error Rate, Hit Rate Disagreement 

Based SSL was 
used to reduce 

Error rate while 
detection of 

attacks. 

Used for unlabeled 

data and labeled 
data with 

reduction in error. 

Recent Dataset 

could have been 
used and more 

Algorithms could 
have been used for 

investigating it 

further. 

MDP [54] NSL-

KDD 

IOT Multi-Class DDOS, DOS ACC, Precision, 

Sensitivity, AUC 

Reinforcement 
Based MDP was 

used for IDS. 

Gave the best 
precision and 

AUC curve. 

Low Accuracy. 

High epoch could 

cause overfitting. 

MLP [56] CSC-CIC 
IDS 

2017, 

CSC-CIC 
IDS 

2017, 

NIDS Binary, Multi-

Class 

Bot, DDOS, 
Portscan, 

Heartbleed, 

Infiltration etc. 

ACC, Precision, 

Recall, FPR 

Preprocessed 
data was fed for 

hyperparameter 

tuning and MLP 
was used for 

classification. 

Model was 

generalizable. 

Minority class was 
not correctly 

classified which 

highlighted 

underfitting. 

Multi-CNN 

[58] 

NSL-

KDD 

IIOT Binary, Multi-

Class 

DOS, Probe, 

U2R, R26 

ACC, Precision, 

Recall, F1-Score 

Multiple CNNs 

were used and 
SoftMax was 

used to obtain 

the final 
prediction 

result. 

High Accuracy, 

Low complexity. 

Online Learning 

tool could be used 

for IDS. 

GA-CNN 

[59] 

KDD 

version 

NIDS Binary, Multi-

Class 

Probe, DOS, 

U2R, R2L 

ACC, FPR, TPR, ROC The input of IFS 
was passed to 

CNN which was 

selected by GA 
and then DFS 

was generate 

Avoided 

Overfitting. 

Time Consuming. 
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and BG was 

classifier. 

APSO-CNN 

[60] 

N-BaIOT IOT Multi-Class Ack, COMBO, 
Junk, Scan, Syn, 

TCP, UDP, 

UDPplain 

ACC, Precision, Kappa 

stats, Hamming Loss 

PSO algorithm 
was used to 

optimize 

parameters for 
CNN and cross 

entropy value by 

first structure of 
CNN was given 

as fitness value 

to PSO. 

Able to detect 
multiple zombie 

attacks effectively 

and reliably. 

Time Complexity 
needed to be 

reduced. 

LSTM [61] Generate

d Dataset 
NIDS Binary Anomaly 

Detection 
ACC Distance 

measure and 

score was used 

to learn packet 

by LSTM. 

Effective for 

anomaly detection 

with high 

accuracy. 

Cost issue. 

LSTM [62] UNSW-

NB15, 

Bot-IoT 

IOT Multi-Class Dos, DDos ACC, Confusion 

Matrix 

Protocol Based 

IDS was used 
with LSTM for 

attack detection. 

Imbalanced data 

issue and 
overfitting were 

countered. 

More methods for 

noise removal in 
data could have 

checked. 

RBM [63] Generate

d Dataset 

Smart Cities Binary, Multi-

Class 

DDOS F-Measure Series of 
experiment 

were conducted 

by varying 
RBM layers to 

learn features 

from raw data 
and benchmark 

classifier for 

IDS. 

Worked well for 
IDS as 

unsupervised 

learning. 

Methods to 
investigate rich 

features was 

missing. 

GA-DBN 

[64] 

NSL-

KDD 
IOT Binary, Multi-

Class 

Probe, DOS, 

U2R, R2L 

ACC, DR, FAR, 

Precision, Recall 

GA generated 

optimal number 

of neurons and 
hidden layer to 

improve DR by 

DBN. 

Reduce 

Complexity, and 

improved DR. 

Training time of 

DBN was high. 

DAE [65] NSL-
KDD, 

CSC-CIC 

IDS2018 

NIDS Multi-Class Dos, Botnet, 
Brute Force, 

Infiltration, 

Web Attacks 

etc. 

ACC, Precision, 
Recall, TPR, FPR, 

Prediction Time, 

Training Time 

HPO was used 
for 

hyperparameter 

optimization 
and DAE was 

classifier. 

Improved 

performance. 

Imbalanced data 
was not used to 

check the 

effectiveness of 

technique. 

GAN [12] CSC-
CICIDS2

017 

NIDS Multi-Class Dos, 
Heartbleed, 

Infiltration etc. 

ACC, Precision, 

Recall, F1-Score 

GAN was used 
to resample 

minority classes 

while RF was 

classifier. 

Handled 
Imbalanced data 

effectively. 

Avoided 
underfitting/overfi

tting. 

Compression of 
data characteristic 

by AE was 

required for better 

results. 

EL [66] 

 

IOT23, 

Litnet202
0, 

NIDS Binary Dos, Smurf, 

HTBot etc. 

ACC, Precision, 

Recall, F1-Score, 

MCC 

DNN, LSTM 

and LR were 

Improved 

Performance. 

Multi-class 

problem was 
missing. 
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NETML2

020 

stacked to detect 

attacks. 

Processing speed 

was slow. 

APAE [67] UNSW-
NB15, 

NSLKD

D, 
CSCCICI

DS2017 

IOT Binary, Multi-

Class 

Dos, U2R, 

Smurf etc. 

ACC, Precision, 

Recall, F-Score 

APAE was used 
with 

convolutional 

filters to extract 
short and long-

range 

information 
from feature 

vector. 

Light weight 
solution, Good for 

minority class 

classification. 
Limited 

processing 

requirement 

Very less 
difference in ACC 

in comparison to 

benchmark 

schemes. 

HCRNNIDS 

[22] 

CSC-
CIC-IDS-

2018 

NIDS Binary Brute-force, 
DOS attacks, 

DDOS attacks, 

Brute-force 

SSH, 

Infiltration, 

Heartbleed, 
Web attacks, 

Botnet. 

ACC, Precision, 
Recall, F-Score, DR, 

FAR 

CNN layers 
after RNN 

layers were 

used. 

Reduced 
Computational 

Complexity, 

Increased DR, 

ACC. 

More recent 
dataset was 

needed as 

signatures of 

attack traffic keeps 

on changing. 

CNN+LSTM 

[37] 

Dataset 

from 
Raspberr

y pi 

infected 

devices 

IOT Binary CC, HeartBeat, 

FileDownload, 
Torii, DDOS, 

Mirai, PortScan 

ACC, Precision, 

Specificity, Recall, F-

Measure, FNR, FPR 

CNN was used 

for feature 
extraction-

representation 

and LSTM 

classified data. 

Does not suffer 

from 
Overfitting/Under

fitting. Scalable 

for adding CNN 
Module if network 

is added. 

Little 

Computational 
overhead for 

LSTM classifier if 

sub-network is 

added. 

CNN+GRU 

[69] 

IOT-DS2 IOT Binary, Multi-

Class 

Dos, DDos, 
Mirai, MQTT 

Brute Force etc. 

ACC, Precision, 

Recall, F1-Score 

CNN layers 
were used for 

Normalization 

and feature 
mapping and 

GRU layers 

were used to 
further flatten 

data and avoid 

overfitting. 

Increased 
performance w.r.t. 

Evaluation 

metrics. 

80:20 ratio was 
used for training 

testing which 

could be 70:30 for 
more 

transparency. 

HDRaNN 

[70] 

DS2OS, 

UNSW-

NB15 

IIOT Multi-Class Dos, Fuzzers, 

Backdoor, 

Reconnaissance 

etc. 

ACC, Precision, 

Recall, F1-Score, log 

loss, ROC, AUC 

DRNN layers 

and MLP layers 

were used as hit 
and trial 

method. 

Overcame 

Overfitting with 

dropout 

regularization. 

High performance 

devices were 

required. 

PCA+KNN 

[29] 

NSL-

KDD 

NIDS Binary Dos, Probe, 

U2R, R2L 

ACC, Precision, 

Recall, F-Score 

PCA was used 

to identify 
critical area of 

data and KNN 

was classifier. 

High DR. Altering data 

caused difficulty 
in detection. New 

attacks could not 

be handled. 

BiGAN+KN

N [72] 
IOT23 IOT Multi-Class Dos, Botnet 

Attacks 

ACC, Precision, 

Recall, F-Score 

Bi-GANN were 

used with KNN 

to detect 
unknown 

attacks. 

Efficient detection 

of Zero Day 

Attack. 

Shared Features in 

the data were not 

analyzed and 
required more 

instances of 

minority class. 
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2.5  Potential Research Directions 

After reviewing state-of-the-art schemes for intrusion/attack detection in IOT based 

environments, following loop holes came into limelight.  

• Availability of good data is foremost important in any ML/DL based IOT-IDS 

which was missing in most of the cases reviewed. 

• Latest datasets are also a quest of researches in the said field, whereas many of 

them has used NSL-KDD and older datasets which could be problematic as 

attacks are also changing their patterns and signatures. 

• Feature Engineering, Feature Selection and Hyperparameter tuning plays a 

significant role in enhancing the performance of ML/DL based IOT-IDS, 

whereas there was limited amount of work on it. 

• Correct selection of method to find out rich features that could represent 

characteristics in best ways and assist in classifying attacks by ML/DL models 

was still not a part of many studies.  

• There must be ways to reduce dimensionality of data from high to low, many 

studies were conducted but some of them could not do it efficiently. 

• Noise in the data caused overfitting/underfitting issues and in imbalanced data, 

it is the built-in case therefore there must be ways to handle them. There were 

many ways to cope up noise in existing studies but they were still facing 

overfitting/underfitting issues due to imbalanced bias and variance. 

• Time and budget constraints were also noticed. 

• Generalizable ML/DL models were also less in state-of-the-art studies. 

• Performance of solutions w.r.t. evaluating parameters like Acc, Precision etc., 

must be enhanced by splitting data fairly into train and test whereas many studies 

could not do justice with it. 

• Hybridization of ML schemes with DL schemes was done by many researchers 

for NIDS security however, it must be explored on real time dataset to ensure 

promising solution for IOT security. 

By keeping in view all these points, the proposed study is inclined towards exploration 

of recent real time dataset with efficient methods of finding rich features, representing them in 
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low dimension and detection of attacks in IOT based smart environment by ensuring high 

performance w.r.t. performance metrics through hybridization of Machine learning and Deep 

learning algorithms as generalizable model. 

2.6  Summary 

This chapter represented deep inspection of various IDS solutions concerning datasets, 

feature engineering, hyperparameter tuning, classification, ML/DL models and other evaluating 

parameters like Acc, Precision, Recall, etc., Tables 2.1 highlighted important points of the 

ML/DL schemes reviewed which emphasized the importance of finding new dataset for IOT-

IDS and training of hybrid ML/DL model on the dataset in an efficient manner. 

 

 

 

 

 

 

 

 



CHAPTER 3 

3. HYBRIDIZATION OF ML/DL FOR IDS-IOT IN SMART 

HOMES 

3.1  Overview 

This chapter explains the research methodology, proposed novel hybrid ML/DL scheme 

for intrusion detection for real time dataset mainly designed for Smart Homes. The theme of 

this scheme is to provide detecting mechanism for attacks in IOT environment with improved 

efficiency by utilizing recent dataset. Utilization of recent dataset for IOT environment after 

comparing the existing intrusion detection with ML/DL schemes in order to improve them by 

choosing correct methods of hyperparameter tuning and data preprocessing is the main idea of 

research. The proposed mechanism shows the complete mechanism for hybridization of ML/DL 

schemes on CIC-IDS-IOT 2022 dataset with objectives of improved accuracy, detection of 

attacks, detection of normal class and making it generalizable in nature by testing its 

performance on unseen data. To explain these, experimental setup, architecture of ML/DL 

schemes, pseudocode and equations for techniques used are also elaborated in detail. 

3.2  Research Methodology 

The research methodology consists of four steps. In first step, systematic Literature 

Review is done by reviewing mechanism, pros and cons of existing Machine Learning and Deep 

Learning algorithms for intrusion detection in network or IOT domain. By keeping in view 

these details, gaps are identified in the existing schemes by highlighting limitations and ways 

to overcome them mostly in terms of performance and data. It leads to different research ideas, 

through which Problem Statement for the proposed research is identified and stated which 
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emphasized the need of Anomaly Based Intrusion Detection in IOT with correct ML/DL 

techniques to enhance performance. Research objectives were also well stated to validate the 

research in the end. Generalized model with improved accuracy and enough preprocessing is 

demanded. 

 

Figure 3.1: Research Methodology 

In the second step, planning for implementing experimental setup in order to prove the 

objectives is done. For this, requirement analysis is done in which required resources are well 

mentioned. After planning, Data collection was a major problem. Most of the existing 

approaches used datasets of 1999 like KDD99 whereas others have no IOT traces like CIC-
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IDS2017. These deficiencies lead to other problems like less reliable solution as attacks are also 

changing patterns which requires continuous updating of profiles in database or csv files. To 

cope up this, real time IOT dataset published in 2022 by Canadian website is used in the 

proposed research. Then Google colab is used to train and test the proposed hybrid model using 

LSTM, KNN, DT and Adaboost on the Dataset. Details of experiment along with architectural 

diagrams, mathematics and pseudo code is also given to elaborate the mechanism.  

In Analysis and Discussion, performance metrics of the proposed schemes are 

statistically and Graphically compared with benchmark schemes by implementing them as well. 

Experiment is repeated with different epoch and train test split to ensure reliability and validity. 

Proposed Hybrid Model is also tested on benchmark dataset UNSW-NB15 to measure its 

effectiveness. Values of Accuracy, Precision, Recall, F1 score and confusion matrix are used 

as performance metrics to compare the models. The important criterion and other consequences 

have also been discussed. 

At last, whole research is concluded in compact and precise manner with future scope 

of the research. 

3.3  Requirement Analysis 

Foremost in design and development is planning, after which resources are needed to 

be stated according to the requirement. For this research real data depicting IOT smart Home 

network scenario was needed. Further, system with GPU was required to conduct experiment. 

3.4  Dataset 

Anomaly Based intrusion detection relies on the datasets to increase accuracy and 

reduce false positive rates. However, it is comprehensive task to generate a new dataset for 

detection of network attacks. There are many datasets available to cater the said purpose but 

most of them are simulated and not representing real time data. Moreover, most of the datasets 

are not updated as well which cause validity of research to be doubtful. For the proposed 

research, different public platforms have been searched for real time data. According to the 
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characteristics and citations, two datasets have been selected. CIC-IOT 2022 was used as the 

part of novel scheme whereas UNSW-NB15 was used later to see the effectiveness of proposed 

hybrid model on that as well. 

CIC-IOT 2022 dataset is a public dataset generated for profiling, behavioral analysis 

and vulnerability testing of different IOT devices with IEEE 802.11, Zigbee and Z-wave. 

Network configuration of dataset is shown in figure. 64-bit window machine with two NICs, 

one was connected to network gateway while other was connected to unmanaged network 

switch. Wireshark was used to capture and saves output packet captured (pcap) files. IOT 

devices that needed Ethernet connection were connected to switch. An additional smart hub, 

Vera plus was connected to unmanaged switch to serve IOT devices which were compatible to 

Wi-Fi, ZigBee, Z-wave and Bluetooth. Network traffic was captured through six different type 

of experiments. Power, idle, interactions, scenarios, active and attacks states were used to 

capture traffic. RTSP Brute force and Flood were the types of attack launched. 

 

Figure 3.2: CIC-IOT 2022 dataset configuration 

The dataset contains about 202,266 data instances used for training and testing purpose.  

3.5  Experimental phases and setup 
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Experimental setup is divided into three phases which are responsible of Data 

conversion, Data Preprocessing, Train-Test split, Model training, Classification by Model, 

Evaluation as shown in the diagram. 

 

Figure 3.3: Experimental Phases of IDS-IOT 

3.5.1 Data Conversion 

Network captured files are by default in pcap format. However, Machine Learning 

models usually work with csv files. Therefore, following steps are followed for Data 

conversion. 

i. Download pcap files. 
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ii. Download and install wireshark. 

iii. Open downloaded pcap files with wireshark. 

iv. Convert pcap files into csv files by choosing csv conversion from File Menu. 

3.5.2  Data Preprocessing 

Data preprocessing is an important and critical task that enhances the quality of data to 

promote the meaningful extractions from the data. In Machine learning, it mainly refers to 

cleaning and organizing the raw data to make it suitable for training Machine and Deep 

Learning models. There are multiple ways of Data preprocessing phase. In this research, Data 

Cleaning, Normalization, one hot encoding and Data reduction were used. For Data cleaning, 

“preprocessing.Labelencoder()” was used for transforming labels into numerical forms. It 

makes it better understandable by computers. 

Data preprocessing the process of balancing and extracting the main features of raw data 

from big data for the enhancement of data features [74]. Data preprocessing is an important and 

critical task that enhances the quality of data to promote the meaningful extractions from the 

data. In Machine learning, it mainly refers to cleaning and organizing the raw data to make it 

suitable for training Machine and Deep Learning models. There are multiple ways of Data 

preprocessing phase. In this research, Data Cleaning, Normalization, one hot encoding and Data 

reduction were used [75]. For Data cleaning, “preprocessing.Labelencoder ()” was used for 

transforming labels into numerical forms. It makes it better understandable by computers. 

Figure 3.4 illustrates the data preprocessing for the proposed model. 
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Figure Error! No text of specified style in document..4: Data Acquisition Framework 

 

3.5.3 SMOTE 

The dataset use for the study is unbalanced so for balancing that dataset Synthetic 

Minority Over-Sampling Technique (SMOTE) technique is used. There are two common 

techniques used to balance dataset over sampling and under sampling.   

• In under sampling technique the number of majority classes is reduced to 

balance the dataset. The overall data records are reduced.  

• In over sampling technique the number of minority classes are increased[76]. 

 If the dataset is imbalanced then the classification will not be equally distributed so 

SMOTE use for this study to balance the normal and mutated data sequences. In SMOTE 

technique minority sample is oversampled by creating synthetic examples [77]. In SMOTE 

technique the total amount of oversampling O is set up, after that an iterative process is occurs 
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with, several steps.  Firstly, random instance is taken from minority class training set. Next, its 

N nearest neighbor’s instances are obtained. Finally, O of these N instances are randomly 

chosen to compute the new instances by interpolation [78]. For this the difference between 

feature vector under consideration and each of the selected neighbors is taken. This difference 

is multiplied by any random selected number drawn between 0 and 1, and then it is added to the 

previous feature vector. This causes the selection of a random point along the “line segment” 

between the features. In case of nominal attributes, one of the two values are selected at random 

Figure 3.5 explains how to create synthetic data points in SMOTE. 

.  

Figure 4Error! No text of specified style in document..5: Creation of Synthetic data points 

in SMOTE 

The algorithm for SMOTE is  

• Mark majority and minority classes from the dataset. 

• Create the percentage of oversampling for calculating instances. 

• Identify k instance in the minority class and also find its N Neighbor. 

• Calculate the distance between N and K 

• Multiply the answer with any number exist between 0 and 1 and add this 

distance in k. 

• Repeat the process till required instances. 

The benchmark dataset for the purposed study is denoted by D, which is defined as 
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D=𝐷+ U𝐷−                   (3.1) 

Here 𝐷+  considered as positive data sequences while 𝐷− is considered data sequences and U is 

the union for both sequences. 

3.5.4 ONE Hot Encoding 

Feature is a dimension reduction process in which the data sequences are represented in 

such a way that interesting part represent more effectively and it reduce the calculation time for 

algorithm. In Machine learning the most important part of data feature extraction and pattern 

recognition because on the basis of these sequences training and testing process is performed 

[79]. For the purposed model One Hot Encoding with panda’s technique is used for feature 

extraction from the dataset. One hot encoding allows representing data in categorical features 

using 𝑙𝑜𝑔2(𝐷) vectors. Here D is the dimensions that are associated with one hot encoding 

[80]. In this type of encoding technique each categorical value is assigned with a binary value 

and converted into a new column. 

 The feature vector of one hot encoding is represented by equation 2. 

v ∈ {0,1}   ∑ 𝒗𝟏 = 𝟏𝒎
𝒊=𝟏        (3.2) 

Here v is vector one hot encoder , m is the length of the vector [81].  

v ∈ {0,1}   ∑ 𝒗𝟏 = 𝟏𝒎
𝒊=𝟏        (3.3) 

Here v is vector one hot encoder , m is the length of the vector [81]. For the proposed study 

there are five classes of data as Power, idle, interactions, scenarios, active from the data 

sequences which is needed to be convert into which type of attack the system is facing. One 

Hot encoding method is used to convert the classes into one hot encoding vectors.   After 

completing the data balancing and feature extraction the data is split into training and testing. 

The splitting of data saves the model from under fitting and over fitting.  The dataset inputs 

features are in numerical format Neural network has the problem while processing this type of 
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data due to gradient exploding and vanishing problem [82] that cause poor model performance 

and low accuracies. To overcome this problem the data features are scaled in the form of 0 and 

1 as maximum number will be 1 and minimum number will be 0.  

3.5.5 Train Test-split 

Train-Test split method is utilized to measure the estimated performance of ML/DL 

algorithms. 70:30 is most commonly used ratio of train and test split. The train set of a dataset 

is used to train the model while test set is used to evaluate the performance of the model on the 

basis of different parameters. 

3.5.6 Prediction Algorithm 

For the proposed study Machine learning and deep learning algorithm are applied for 

intrusion detection.  Machine learning and deep learning algorithms play a vital role in the 

detection and prediction scenarios. This study is using three deep learning and machine learning 

algorithms including Long term short term memory network (LSTM), K nearest neighbor and 

Decision tress algorithm. LSTM model of deep learning consists of multiple layers.  Each layer 

is inspired by the human neuron and process the input. The input passes from various hidden 

layers and generates output. At the mean time the back-propagation algorithms take back the 

errors with them and learn from these errors. For every iteration of feed forward and backward 

pass the accuracy, precision and recall is calculated.  

These learning features inside machine learning algorithms learn by itself using different 

learning procedures [83]. The machine learning algorithms used in the study is explained in the 

below section. 

3.6  Architecture of LSTM, KNN, DT and Adaboost 

LSTM, KNN and DT was hybridized with Adaboost for detecting RTSP Bruteforce 

Attack and UDP flood Attack on CIC-IDS2022. The mathematics and logic behind the 

architecture of these methods is explained in below section. 
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3.6.1  Long Short-Term Memory Network (LSTM) 

LSTM is one of the most commonly used algorithms in artificial intelligence and deep 

learning methods. The algorithm is mostly used in the field of speech recognition, robotics, text 

recognition, handwriting recognition etc. LSTM is the combination of cell. Each cell contains 

input gate, forget gate and an output gate [84]. LSTM used for IDS-IOT consists of following 

parts. 

Input gate: This gate passes the information to the cell layers. It determines the extent of the 

information that is to be passed inside the cell. This gate obtains the information coming from 

the previous cell.  

Forget gate: Forget gate in LSTM is responsible for carrying the information. This gate decides 

which information pass to the next layer and discard the information that are not much necessary 

for the cell.  

Output gate: It generates the output and pass the information to the next LSTM cell.  

The algorithm of LSTM is developed for tackling the vanishing gradient problem [82]. 

Vanishing gradient problem occurs in deep learning model due to a greater number of layers. 

When there are a greater number of layers inside the deep learning model the product of 

derivation decreases and the value of loss function reaches to zero. LSTM tackle this problem 

with the help of gates ,by increasing the space of RNN model[85]. 

The gate in LSTM is responsible for the regulation of information from one cell to 

another cell. Different activation functions are applied in each gate [86][87]. Figure 3.6 explains 

the LSTM architecture used in the proposed scheme. 
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Figure 3.6: LSTM Architecture for IDS 

In the figure 𝑥𝑡  is the input at specific time and  𝑦𝑡 is the output at specific time t. 𝑓𝑡  represent 

forget gate, 𝑖𝑡 𝑎𝑛𝑑 𝑜𝑡  represent input gate and output gate respectively. Every cell of LSTM 

has three inputs  𝑥𝑡, 𝐴𝑡−1, 𝐵𝑡−1 and has two output as 𝑏𝑡  and ℎ𝑡. Equation 4, 5, 6, 7, 8, 9 explain 

LSTM 

𝑖𝑡 =  𝜎 (𝑦𝑡𝑈𝑖 +   𝐴𝑡−1 𝑊𝑖)                                                 (3.4)     

𝑓𝑡 =  𝜎 (𝑦𝑡𝑈𝑓 +   𝐴𝑡−1 𝑊𝑓)                                         (3.5) 

𝑜𝑡 =  𝜎 (𝑥𝑡𝑈𝑜 +   𝐴𝑡 𝑊𝑜)                                                 (3.6)  

 𝐵𝑡
′ = 𝑡𝑎𝑛ℎ(𝑥𝑡𝑈𝑐 +   𝐴𝑡−1 𝑊𝑐)                                          (3.7) 

𝐵𝑡 =  𝜎 (𝑓𝑡 ∗  𝐵𝑡−1  +  𝑖𝑡 ∗ 𝐵𝑡
′  )                                      (3.8) 

𝑦𝑡 = tanh (𝐵𝑡) * 𝑜𝑡                                                            (3.9) 

In the equations 𝑥𝑡 is the input, 𝐴𝑡−1 is the previous data cell output, 𝐵𝑡−1 is the previous cell 

memory, 𝐵𝑡 is the current cell memory, W and U are the weights for the forget, input and output 

gate. Different activation functions are applied inside the gates. Tanh and sigmoid are the most 

commonly used activation functions inside the gates.  

Tanh Function 

Tanh function is used to regulate the flow of network. It maintain the value of the 

network between -1 and 1 [88]. Figure 7 explains the curve of Tanh function  
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Figure 3.7: Working of Tanh Function 

Tanh function allows the values of the gates to remain inside the boundaries. When the 

values passed from the network it undergoes changed due to a lot of mathematical functions 

implemented inside the LSTM cell. Tanh function ensure that the values will remain in the 

boundaries and thus regulate the output.  

 Sigmoid Function 

Sigmoid activation function is also most commonly used activation function in feed 

forward neural network that works just like the tanh function but it regulates the values between 

0 and 1 instead of -1 to 1 [89]. In LSTM cell sigmoid function is used to update or forget the 

Figure 3.8: Comparison between Tanh and sigmoid functions 
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data. In the cell if the value of the information is 0 that indicate to forget and 1 indicates to 

forward the information. Figure 3.8 explains the comparison curve between sigmoid and tanh.      

In the proposed study LSTM is used for the intrusion detection from the real time 

dataset. Figure 9 explains the LSTM layers for the proposed model. 

 

Figure 3.9: LSTM layers for Proposed Scheme 

The sequential deep learning model is used in the current scenario. In this study one 

input layer along with 3 dense layers, one LSTM layer and one output layer is used. In each of 

the dense layer Relu activation function is used. Relu is a rectified linear unit that works on 

min, max principle. The working method of Relu is explained in equation 10 and 10 a 

   Relu = -ev (-ev, 0) = 0    (3.10) 

   Relu= +ev(+ev, 0)= +ev value   (3.10a) 

The Relu activation function turns the classification into 1 if the value is greater than 

zero and makes the classification to zero if the value is below zero.  The dense layer from the 

model receives the input from all the previous layers and classify the output based on the output 
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from the convolutional layers.  The LSTM layer helps in the gradient flow. The LSTM layer is 

responsible for taking the data from the input layer and the dense layers, calculates the 

parameterized vector from these layers and apply activation functions for element wise on each 

gate.  After applying the two dense layers on the dataset the LSTM layer with RELU activation 

is applied.  

SoftMax activation function is applied in the last dense layer. The SoftMax activation 

function is used for determining the probability of the class from which the input data belongs 

[90]. The output of the SoftMax activation is equal to the number of classes from where the 

data belongs. This is also known as probability distribution. And the sum of all the classes is 

equal to one. In our model we have five output classes as Power, idle, interactions, scenarios, 

active. The formula for calculating the SoftMax activation function is explained in equation 10  

𝑃(𝑦 = 𝑗   ⃥⃥ 𝜃(𝑖)) =  
𝑒𝜃(𝑖)

∑ 𝑒𝜃(𝑖)𝑘
𝑗=0

             (3.11) 

In the equation θ  represents the one hot encoding matrix, and j is the set of weights.  

Figure 10 represents the probability of each class in the proposed model.  

 

 

Figure 3.10: The probability of the instances of each class in LSTM (proposed) 
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3.6.2 K Nearest Neighbor Algorithm  

KNN is a machine learning problem used for both classification and regression 

problems. This algorithm stores the data and classify the new data according to the similarity 

with the data classes.  The algorithm for KNN is as follows [91] 

1. Input different classes of a sample data S. e.g. S(x), S(y) 

2. Select a parameter k for the data. 

3. Give a new data sample x. 

4. Determine the k-nearest neighbor of sample x by calculating the distance. It can be determined 

by Euclidean distance. The mathematical formula for finding Euclidean distance is 

d (x,y)= √∑ (𝒙𝒌 − 𝒚𝒌)𝟐𝑴𝑵
𝑲=𝟏        (3.12) 

5. Combine the classes of sample y in one class. 

6. Find the output. 

The value of k will be different according to the data. Figure 3.11 illustrate the working of KNN 

for intrusion detection  [92] 

 

Figure 3.11: KNN for Intrusion detection 
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In machine learning KNN is widely used because it easily classifies the data. There are a number 

of studies that use  KNN for the detection of different problems[93] [94][91]. 

3.6.3 Decision Tree 

Decision tree is a supervised machine learning technique used for classification and 

regression problems. In decision tree root nodes can be used as input these nodes are filtered 

through decision nodes and leaf nodes used for getting desired output [95]. Entropy is used to 

control how data will be split in decision tree and information gain tells how much information 

a feature gives about the respective class. Equation 3.13 explains the formula for calculating 

Entropy and information gain in decision tree [96].  

Entropy = - ∑ 𝓹𝒊  𝐥𝐨𝐠𝟐 𝓹     (3.13) 

In decision tree the data flow in nodes. Figure 3.12 explain the working of decision tree algorithm 

[97].  

 

Figure 3.12: Architecture of Decision Tree 
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The overall model summary is explained in Figure 3.13 

 

Figure 3.13: Experimental setup for Hybrid KNN, LSTM and DT 
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Each phase of experiment is shown in the Figure 3.13. Hyperparameter Tuning with epoch is 

also explained in Figure 3.14. 

 

Figure 3.14: Hyperparameter Tuning 

3.6.4 Adaboost 

Adaboost also called Adaptive Boosting is a machine learning technique used as 

Ensemble Method. Just as people learn from their mistakes and try not to repeat them later in 
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life, the Boosting algorithm tries to build a strong learner (predictive model) from the mistakes 

of several weaker models. Predictions are made by computing the weighted average of the weak 

classifiers. 

For a new input instance, each weak learner computes the predicted value as +1.0 or -

1.0. Predicted values are weighted by the value of each weak learner. The prediction for the 

ensemble model is taken as the sum of the weighted predictions. In case of positive sum, the 

first class is predicted else the second class is predicted. 

For example, 5 weak classifiers can predict the values 1.0, 1.0, -1.0, 1.0, -1.0. From the 

majority vote, it looks like the model will predict a value of 1.0 or first class. These 5 weak 

classifiers can have degree values of 0.2, 0.5, 0.8, 0.2, and 0.9, respectively. Calculating the 

weighted sum of these predictions results in an output of -0.8, which would be an aggregate 

prediction of -1.0 or the second class. The pseudocode for Adaboost is given as: 

Initialize weights 

for Each base learner do: 

Train base learner with a weighted sample. 

Test base learner on all data. 

Set learner weight with a weighted error. 

[𝛼 =
1

2
𝑙𝑛

(1−𝑡𝑜𝑡𝑎𝑙 𝑒𝑟𝑟𝑜𝑟)

𝑇𝑜𝑡𝑎𝑙 𝑒𝑟𝑟𝑜𝑟
] 

Update weights based on ensemble predictions. 

end for 

In the proposed study outputs of LSTM, KNN and DT are combined and given to 

Adaboost as single input to classify intrusion, benign and attacks classes. The pseudo code is 

given as: 
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3.7  Pseudo Code for Hybrid KNN, DT and LSTM with Adaboost 

 

3.8  Objectives of Research 

The main objective of research is fulfilled through hybridization of KNN, LSTM and 

DT for intrusion detection in IOT based smart Home which also improved performance which 

is further discussed in next chapter. 
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3.9  Assumptions and Limitations 

Real time dataset was used for IDS-IOT in smart homes but could not use in real 

scenario due to time and resource limitation. However, results are assumed to be almost same 

in real scenario as well. 

3.10  Summary 

This chapter includes the explanation of proposed methodology for intrusion detection 

in IOT based Smart Homes. CIC-IOT2022 dataset was trained and tested through Hybrid KNN, 

DT and KNN with Adaboost. It also exhibits complete explanation of the experimental phases 

diagrammatically and with pseudocode as well.



Chapter 4 

4. PERFORMANCE EVALUATION 

4.1  Overview 

This chapter comprises of evaluation of the proposed hybrid ML/DL scheme in terms 

with respect to different performance metrics like Accuracy, Precision, Recall and F1-score. 

Comparative Analysis of the proposed scheme with other ML and DL schemes is also presented 

on two datasets named as CICIDS2022 and UNSW-NB15. It shows that proposed scheme outer 

performed other benchmark ML/DL schemes. PCA was used to generate features concerning 

improved accuracy and hybrid KNN,DT and LSTM improved other performance metrics when 

used in hybrid combination because of overcoming single technique’s faults. 

4.2  Result and Analysis  

The performance metrics were Accuracy, Precision, Recall and F1-score to evaluate the 

hybrid ML/DL based IDS-IOT. The implementation of hybrid model was done by utilizing the 

Keras Tuner to select best hyperparameters so that accuracy could be improved while 

decreasing the loss. 
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Figure 4.1: Epoch vs Accuracy                            Figure 4.2: Epoch vs Loss 

       Important features with scores are represented in graph as: 

 

Figure 4.3: TOP 20 Features 

The correlation matrix between ten important features is also represented as 
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Figure 4.4: Correlogram 

 

PCA was used to generate auto features in order to improve performance which is then tested 

using Naive Bayes algorithm. The performance of these features on accuracy is shown as 

 

Figure 4.5: Features vs Accuracy 

Confusion Matrix is used to show the performance of the classification ML/DL models. 
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Figure 4.6: Confusion Matrix 

4.3  Proposed Hybrid Scheme Vs Benchmark Schemes 

The proposed Hybrid KNN, DT and LSTM model was compared with other ML/DL 

schemes named as GRU, BiRNN, Bernoulli NB, Multinomial NB, RNN, Categorical NB and 

Complement NB. 

4.3.1 Accuracy 

Accuracy is the measure of correct classification of Machine Learning or Deep Learning 

Algorithm. It could be represented as 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (4.1) 

For Multiclass classification, it means the correct classification of an instance for each class. In 

the proposed solution, accuracy means the correct classification of an instance for Benign and 

two attacks classes as well. The comparison of the proposed scheme and other schemes in terms 

of accuracy is represented in graphs. 
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Figure 4.7: Train Accuracy on Different Models, Figure 4.8: Test Accuracy on Different Models 

 

 

It clearly depicts that proposed KNN+DT+LSTM outer performs the other schemes. The gates 

involved in LSTM architecture makes it better for long term dependencies and results in 

improve accuracy when hybrid with DT and KNN for attack detection in the proposed smart 

home scenario. 

4.3.2 Precision 

Precision is the measure of reliability of Machine Learning or Deep Learning Model. It 

measures model’s accuracy in classifying an instance as Positive. 

Its Mathematical Equation is 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (4.2) 
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For the proposed Hybrid Model, if it is able to classify Benign Traffic correctly and does not 

mistaken in classifying attacks as Benign then the Precision will become high.  

KNN is the slow for real time detection of attacks, therefore DT and LSTM were hybridized to 

improve precision and performance of IDS-IOT. 

Graphical representation of Precision while comparing with other schemes is given below. It 

shows that the proposed hybrid KNN, DT and LSTM performed well. 

 

Figure 4.9: Train Precision on Different Models, Figure 4.10: Test Precision on Different Models 

4.3.3 Recall 

Recall is the capability of classifying positive samples to the total number of positive 

samples. In the current scenario, it is ability to detect benign samples. Its mathematical 

representation is given as. 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (4.3) 

Graphical Comparison is as follows. 

 

Figure 4.11: Train Recall on Different Models, Figure 4.12: Train Recall on Different Models   

4.3.4 F1-Score 

F1-score is the harmonic mean of precision and recall. It is basically used to combine 

classifiers with different precision and recall. Mathematical expression of F1-Score is 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2∗𝑃∗𝑅

𝑃+𝑅
      (4.4) 

The comparison of F1-score is given in a graph. 
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Figure 4.13:Train F1-Score on Different Models, Figure 4.14: Test F1-Score on Different Models 

 

Table 4.1 : Performance Metrics of Different ML/DL Models (Train) 

Techniques 

Accuracy Precision Recall F1-

Score 

Training 

GRU 0.94165 0.98387 0.94165 0.9591 

BiRNN 0.9401 0.98334 0.9401 0.94006 

Bernoulli NB 0.73807 0.99985 0.73807 0.84919 

Multinomial NB 0.73805 0.99995 0.73805 0.84924 

RNN 0.93833 0.98586 0.93833 0.95891 

Categorcial NB 0.73801 1 0.73801 0.84926 

Complement NB 0.7768 0.84577 0.7768 0.7801 

KNN+DT+LSTM 

(Proposed) 

1 1 1 1 
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Table 4.2 : Performance Metrics of Different ML/DL Schemes(Test)  

Techniques 
Accuracy Precision Recall 

F1-

Score 

Testing 

GRU 0.94161 0.98292 0.94161 0.95853 

BiRNN 0.94006 0.98246 0.94006 0.95766 

Bernoulli NB 0.7359 0.99977 0.7359 0.84772 

Multinomial NB 0.73588 0.99998 0.73588 0.84783 

RNN 0.9379 0.98547 0.9379 0.9585 

Categorical NB 0.73586 1 0.73586 0.84783 

Complement NB 0.77767 0.84608 0.77767 0.78095 

KNN+DT+LSTM 

(Proposed) 

0.99974 0.99974 0.99974 0.99974 

 

4.4 Performance of Hybrid Approach on UNSW-NB15 

Hybrid ML/DL was also implemented on benchmark dataset UNSW-NB15 which shows good 

performance as well which depicts that proposed algorithm could also be used for NIDS and 

intrusion detection in other IOT environments with slight modifications if needed. 

 

Figure 4.15: Performance Metrics on UNSW-NB15 Dataset 
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4.5 Summary 

The comparative analysis of the proposed scheme and other Machine Learning/Deep 

Learning scheme is presented which shows that the proposed solution improves the 

performance in detecting of attacks and benign classes specialized in an IOT-Smart Home. It 

also overcomes underfitting/overfitting issues and is generalizable in nature which makes it 

more promising.



Chapter 5 

5. CONCLUSION AND FUTURE WORK 

5.1  Overview 

The proposed IDS-IOT in smart Homes is implemented in Google Colab environment 

using Python. Performance parameters like Accuracy, Precision, Recall and F1- score of 

proposed mechanism is compared with other benchmark ML/DL schemes. It shows significant 

improvement in the performance of proposed solution in comparison with the other schemes. 

Future scope of the proposed research is also discussed in the chapter. 

5.2  Conclusion 

IOT network is ubiquitous in nature and spreading all over in different fields which 

makes it more vulnerable to network attacks. Hence, intrusion detection is one of the most 

important factors to ensure smooth and secure working environment. Machine Learning is one 

of the most promising techniques for anomaly based intrusion detection in networks recently. 

Therefore, ML and DL based techniques for attack detection in network have been investigated 

in Literature which highlighted benefits, issues and gaps lying in them. To overcome some of 

issues, fill loop holes and increase performance hybrid ML/DL based scheme has been proposed 

which is also influenced from the literature. Hybridization of KNN, DT and LSTM was done 

and implemented on latest CIC-IDS2022 dataset with appropriate methods and steps for 

dimensionality reduction and classification, using Tensor Flow in Google Colab which results 

in increased accuracy, precision, Recall and F1-score when compared with other techniques. 
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The proposed scheme is also tested on an old dataset UNSW-NB15 to see its effectiveness in 

longer spectrum. 

5.3  Future Work 

The proposed scheme should be implemented in real environment to see its 

effectiveness and limitations. Moreover, it could also be implemented on newer versions of 

public and private datasets to involve more number of potential attacks and zero day attacks as 

well. 
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