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ABSTRACT 

Title: Intrusion Detection using Deep Learning in IoT based Smart Healthcare 

The rapid increase and implementation of Internet of things (IoT) based technologies in 

healthcare have made a significant contribution to the global network. Despite bringing useful 

benefits all over the globe such as real-time monitoring of patients’ information and diagnosing 

properly whenever needed, Internet of things (IoT) based systems appear to be an easy target 

for intruders. As the number of threats and attacks against IoT devices and services rapidly 

increases, the security of Internet of Things (IoT) in healthcare has become more challenging. 

In order to meet this challenge, hybrid learning based effective Intrusion Detection in IoT needs 

to be developed. In this study, we propose a novel hybrid model for intrusion detection in IoT 

based smart healthcare using RF, SVM, LSTM and gradient boosting. We proposes generalized 

model by handling the problems of overfitting and underfitting. We generates a new feature to 

make the proposed model more effective for detecting intrusion in IoT. We study the 

performance of proposed model in multi classification using MQTT-IOT-IDS 2020 dataset, a 

latest dataset with IoT network traces and compared the performance with different ML and DL 

algorithms. Experimental results show that our model performs better intrusion detection than 

other DL and ML algorithms. 
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INTRODUCTION 

1.1  Overview  

The modern world is tremendously advancing toward the digitization of gadgets and 

systems by using the internet for running day-to-day operations [1]. However, for the 

development and deployment of the latest digital technologies such as Artificial intelligence 

(AI), 5g, Virtual Reality, etc., the internet alone cannot fulfill the requirements of these 

technologies. Nowadays, the Internet of Things (IoT) embeds with devices, software, sensors, 

actuators, storage, and computational capabilities to deal with the real-time environment and 

monitor the environment with precision. With the growing involvement of IoT, the traditional 

way of living is turning into a modern lifestyle. During the last decade, IoT has rapidly evolved 

in just about every technological area such as homes, healthcare [2][3], cities, transportation,  

grids [4], industries, etc. . Before the advent of IoT, medical services were just limited to 

telephone calls and visits. The IoT-based smart healthcare has made interaction with medical 

staff easier and more efficient by improving the connectivity of healthcare-related devices [5]. 

On the one hand, IoT technologies play an important role in improving the technological areas 

but on the other hand, the broad evolving nature of IoT with different embedded devices has 

opened a road towards advanced security challenges.  

IoT systems have a large attack surface due to the internet-supported connectivity of 

IoT devices.  The intruder accesses confidential information from a communication channel by 

eavesdropping. DoS, Probe, U2R, and R2L regarded as encapsulated forms of attacks that take 

place in the whole network and intended to disrupt the environment.  

In IoT systems development and implementation of multiple defense mechanisms 

protect the information from attacks. The intrusion detection mechanism detects attacks or 

unauthorized access by analyzing system activity in IoT as shown in Figure 1.1. An IDS is a 

powerful security system, which is used to protect the IoT embedded environment by 

maintaining adequate network protection [6][7]. IDS categorizes according to implementation 

and detection methodology. IDS can be categorized as host based IDS or network based IDS 
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based on implementation whereas according to detection methodology it can be categorized as  

anomaly based IDS , signature based IDS, specification based IDS , or hybrid IDS [8][9].  

 

Figure 1.1: Intrusion detection in IoT 

 

There are numerous techniques to detect the intrusion in an IoT system but two 

techniques called ML and DL are more efficient intrusion detection techniques. These 

techniques detect the intrusion at an early stage in an IoT system. ML-based approaches have 

been widely used for attack detection to help the network administrator by taking the proper 

measures to prevent intrusion into the network [10]. DL is a branch of ML and Artificial 

Intelligence(AI) which gain popularity among researchers due to two main attributes 

hierarchical feature representation and long-term temporal pattern dependencies learning [11]. 

DL approaches are suitable in such an environment where a large dataset is involved and 

become familiar with IoT systems. IoT-based applications produce a large amount of data. ML 

or DL-based IDS face challenges such as low detection rate and high false-positive rate. The 
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development of hybrid IDS meets the solution to these challenges by combining the benefits of 

different approaches.   

1.2  Motivation   

Network connectivity, mobility, and communication have grown due to IoT. It became 

the reason for the increase of security attacks such as DoS, Man-in-the-middle attack (MiTM), 

hacking, interruption, etc. in IoT.  According to a report [12], it is predicted that there was 776% 

growth in attacks between 100 Gbps and 400 Gbps from 2018 to 2019 and attacks will double 

to 15.4 million by 2023 globally as shown in Figure 1.2.  

 

Figure 1.2: Growth of attacks according to Cisco’s Annual Internet Report (2018-2023) 

Irregular update of IoT devices causes vulnerability of IoT systems. A single 

vulnerability can penetrate IoT devices and enter into the IoT network. Furthermore, it opens 

door to a big-scale attack. Intrusion detection in IoT proceeds through the development of ML 

and DL techniques [11]. Hybrid intrusion detection combines the benefits of combined 

approaches and overcomes the drawbacks of each approach [13]. Research based on the hybrid 

intrusion detection in IoT-based smart healthcare with better detection capabilities is necessary. 

Therefore considering the gap in the field of IoT our main concern is to develop an improved 
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hybrid intrusion detection by using the latest dataset and improving the performance of intrusion 

detection. 

1.3  Architecture of Intrusion detection in IoT 

The IoT architecture consists of four layers such as perception layer, network layer, 

middle-ware and perception layer as shown in Figure 1.3.  

Figure 1.3: Architecture of Intrusion detection in IoT 

The first layer is perception layer, which consists of actuators, sensors such as RFID, 

WSN, blood pressure sensors, temperature sensors, motion sensors etc. The next layer is 

network layer, which based on the interlinking devices that share the information with upmost 

layer through protocol. The next layer is the middle-ware layer that contains servers, GPU and 
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APIs that stores and process the information, which works as middle-ware between network 

layer and upper layer. The top layer is application layer, which provides services to various 

users based on their needs.  

1.3.1 Perception Layer  

The first layer of IoT architecture is perception layer, which deals with sensors. 

Different sensors collect information. The type of information depends on sensor i.e.  

temperature, ultrasonic, smart smoke detection, location, direction, movement etc. By using the 

devices in this layer, the collected information have sent and received to and from the upper 

layers. It ensures the security of communication devices.  

1.3.2 Network Layer 

This layer focuses on transmission of information and network access provision to 

internet. Therefore, the collected information from sensors in the perception layer transmits 

through network layer. Different communication technologies including 3G, 4G, 5G, GSM, 

Bluetooth, Wi-Fi, IPv6, etc. are used in this layer for transmitting information. As this layer is 

a complex and vulnerable part in IoT architecture leads to different security attacks such as 

MiTM, DoS, Eavesdropping/Sniffing and routing attacks etc. Intrusion detection has performed 

at this layer.  

1.3.3 Middle-ware Layer 

The middle-ware layer based on local clouds, API servers etc. is used to store and 

process the information. The needs of application layer are fulfilled through APIs provided by 

this layer. Moreover, security of database and cloud are the rest of the security challenges in 

this layer.  

1.3.4 Application Layer  
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 This layer has an intelligent detection system, which fulfills the needs of various 

applications of IoT like healthcare, smart cities and smart buildings etc. and provides many 

services to users. Data privacy, reliability, and authentication of confidential information from 

customers are security issues that need to be taken care at this layer.  

1.4  Applications of IoT empowered intrusion detection  

IoT empowered applications provide hand-to-hand solutions to the users by integrating 

the medical devices with IoT and formulate Internet of Medical Things (IoMT).Intrusion 

detection is performed to protect the IoMT environment [14]. Intrusion detection have also 

gained popularity in IoT based drones due to integrating technologies such as sensors, cameras, 

transmitters in Network of drones(NoD) [15].  

1.5  Constraints of detecting intrusion in IoT 

In the following section, various constraints including large-scale attacks, IoT security 

related dataset availability, computational complexity, bad quality of data, irrelevant features in 

ML/DL based intrusion detection models, poor performance of trained model, high false alarm 

rate and low detection rate, model overfitting, model underfitting, model generalization and 

detecting intrusion in real-time environment.  

1.5.1 Large-scale attacks  

IoT is a system based on the interconnected environment. This interconnection of 

devices are becoming the reason of massive growth of IoT devices. This network is not only 

expanding the surface of attack but also the magnitude of the attack. The attackers can launch 

large-scale attacks that are not easy to control. Botnets such as Mirai botnet and Distributed 

Denial of Service (DDoS) is an example of large-scale attacks. Developing intrusion detection 

mechanism for fencing off these attacks is limitation in IoT systems [16].  

1.5.2 IoT security related dataset availability 
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 The rapid increase of IoT devices produces massive attack surface for intruders to 

introduce advanced attacks. Intrusion detection data selection plays important role in intrusion 

detection systems [11]. The old traditional intrusion detection datasets are limited and do not 

tackle the latest, unknown and real world attacks. Therefore, IoT related dataset based on IoT 

devices network traffic with continuously updating latest attacks is one of the big challenge.   

1.5.3 Computational complexity 

IoT devices are resource-constrained devices. IoT devices resources are categorized as 

energy, memory, processing etc. [17]. These resources are essential for ML and DL deployment 

but are limited and make the real time implementation difficult [18]. There is a need to develop 

ML and DL based approaches that can reduce computational complexity. Development of real 

time detection and prevention system are important for effective security mechanism 

specifically for large-scale IoT systems. So computational complexity reduction is practically 

important in IoT.  

1.5.4 Bad quality of data  

Quality of data is very important for accurate outcomes. Model training without 

analyzing model is a bad approach. It leads to noisy data that limit the effectiveness of intrusion 

detection system. Data preprocessing improves the quality of data by removing the outliers and 

filtering missing values. Furthermore, model training by labeled dataset helps to build such 

learning models that provide the basis of future data prediction [19].  

1.5.5 Irrelevant features in ML/DL based intrusion detection models  

The large number of irrelevant features in training data leads to unexpected outcomes. 

Therefore, researchers perform feature selection to improve the accuracy of model [20][21] .The 

accuracy of selected features effects the performance of model [22].  

1.5.6 Poor performance of trained model 
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Performance evaluation helps to measure the performance of trained model. Poor 

performance of attack detection using ML and DL leads to low efficiency. Relative lack of 

training data often leads to poor performance [23]. The good performance shows that unknown 

malicious activities in IoT systems detected in an efficient way by using ML/DL models.  

1.5.7 High False alarm rate and low detection rate  

High false alarm rate often results due to large volume of data [24]. This is one of the 

critical challenges in case of unknown attacks. False alarm rate is the probability of false 

detection. A model with high probability of false intrusion detection is not considered reliable 

for the securing the IoT networks. Higher percentage of false alarm rate leads to low detection 

rate.  

1.5.8 Model Overfitting  

Overfitting occurs when a model performs very well on training data but it shows poor 

results on test data. Low bias and high variance leads to model overfitting [25]. Moreover, too 

much training time makes the model more disposed to overfitting.  

1.5.9 Model Underfitting  

Underfitting occurs when training error is high. High bias and low variance becomes 

the reason of model underfitting [25]. If a model is underfit, it is not reliable enough for 

detecting attacks in IoT networks in efficient way.   

1.5.10  Model Generalization  

The model that is free from underfitting and overfitting performs well on ML [25]. If a 

model performs well on training data and shows good results on testing data then it is a 

generalized model. The lack of generalizability in model shows that it does not have the ability 

to detect attacks in IoT environments.  
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1.5.11  Detecting intrusion in real-time IoT environment   

Implementation of intrusion detection model in real-time IoT environment is a big 

challenge. Performance evaluation of identification of intrusion in real environment shows the 

real capability of model. Despite providing tremendous results of intrusion identification, the 

research [26] hardly implemented in real-time environment.   

1.6  Problem Background 

IoT proliferation has enhanced lives of people by interconnecting smart devices and 

applications in almost every domain of life. The increase in use of IoT based applications 

opened a challenge of security threats in IoT environments. Many existing researches have 

conducted for detecting threats in IoT based networks using ML and DL. It gained popularity 

and still improvement is desirable for securing IoT environment. Many traditional Intrusion 

detection techniques have used for identifying the threats in IoT environment but these 

techniques are not secure enough for IoT networks. ML technique known as RF detected the 

intrusion with low classification error and improved accuracy but did not works well in real 

time monitoring in case of different trees. With the rapid increase in technology, attackers are 

launching latest attacks i.e. DoS, DDoS, Mirai, BotenaGo etc. to breach the security of IoT 

systems. DT technique worked well in case of known attacks but not ideal for detecting 

unknown attacks.  In case of extensive network traffic, SVM performed poor. Moreover, PCA 

detected the intrusion briskly and reduced the complexity of data in IoT based smart systems 

but it lost the important information of system. 

DL based intrusion detection is carried out by many researchers to reduce the training 

time and improve the accuracy of model. MLP based techniques reduced the feature 

dimensionality reduction but accuracy did not improve. RNN techniques detected intrusion in 

many networks but it has the limitation of long-term dependency and losing the information at 

any time interval, which affected the performance. Some schemes got the better results but with 

the errors of overfitting and underfitting.  

However, the attention was rarely given towards overfitting and underfitting, real-time 

monitoring, latest IoT dataset, data normalization, feature selection. Moreover, the good 
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performance of model shows the capability of detecting intrusion in a better way. To fill the 

gap, this study presents hybrid ML and DL based intrusion detection scheme by using latest IoT 

related dataset. It can detect the intrusion with good performance by model generalization, 

dealing with undrefitting and overfitting.  

1.7  Problem Statement  

The lack of IoT security leads to vulnerabilities, which allow the launch of various 

attacks i.e. Mirai, Botnet, DoS, DDoS , MiTM etc. through IoT [27]. The traditional intrusion 

detection technologies cannot handle intrusion and malicious activities in the complex 

environment of IoT [28]. The traditional intrusion detection datasets lack advanced attacks and 

features of real time traffic. The development of hybrid ML and DL based intrusion detection 

mechanism by using the latest dataset often does not provide the correct measure of 

effectiveness.  

1.8  Research Questions  

The study presents the following questions: 

i. How to develop hybrid intrusion detection in IoT by using IoT related latest dataset? 

ii. How to make the mechanism of hybrid intrusion detection in IoT effective? 

1.9  Aim of Research  

 The growth and diversity of interconnected devices in an IoT system making it 

vulnerable to latest attacks. These attacks launched by cybercriminals or hackers can steal the 

important information of an IoT network. It is very important to monitor the malicious activity 

continuously in order to protect the IoT environment. For detecting the intrusion in such and 

environment learning model with good performance is the basic need. The aim of the study is 

to develop a hybrid intrusion detection in IoT by using latest dataset with IoT traces that can 

detect the attacks in IoT environment effectively. To achieve this goal firstly this study reviews 

the state of art machine learning, deep learning and hybrid models. This study also examines 

the performance evaluation of these models by using various datasets. Finally, a solution 
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consists of utilizing the strengths of hybrid models in IoT by using latest IoT related dataset. To 

make the mechanism of proposed approach effective this study uses various performance 

metrics and presents the performance comparison with various existing models.   

1.10 Research Objectives  

i. To develop the hybrid intrusion detection model in IoT by using IoT related latest dataset. 

ii. To make the mechanism of hybrid intrusion detection in IoT effective. 

1.11 Scope of Research  

The scope of this study is to develop effective intrusion detection system in IoT based 

smart healthcare environment by using proposed hybrid model. Moreover, it is suitable for real 

time smart environment.  

1.12 Thesis Organization  

The thesis organization is as follows  

Chapter 2 will present the detailed state of art ML, DL and hybrid schemes review for 

detecting intrusion in IoT. It includes detailed overview of all the existing schemes and 

discusses how this study differentiate itself with the existing schemes. Furthermore, it includes 

a detailed comparative analysis of state of art schemes based on ML, DL and hybrid intrusion 

detection in IoT in the form of table that give direction towards new research. 

Chapter 3 will present the methodology and detailed interpretation of identified problem 

solution. It presents the proper planning, research design and development of proposed scheme. 

Experimental design is setup for evaluating the performance of proposed schemes.  
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Chapter 4 will present about analysis and results of proposed scheme. It will present the 

performance evaluation of hybrid model in the form of graphs and tables. Furthermore, it will 

also presents the comparison of benchmark schemes with proposed model.  

Chapter 5 will sum up the contribution of this research work. It will also presents the 

gaps of proposed model, which lead toward further directions for future work.



 

CHAPTER 2 

LITERATURE REVIEW 

2.1  Overview 

In this chapter, a detailed overview of schemes for detecting intrusion in IoT discussed. 

Intrusion detection in the IoT domain is a big challenge because these IoT devices have 

endangered various types of attacks. This chapter includes a detailed discussion and taxonomy 

of intrusion detection schemes in IoT. Moreover, the schemes categorized under different 

headings of Machine Learning (ML) based intrusion detection, Deep Learning (DL) based 

intrusion detection, and hybridization of both Machine Learning and Deep Learning-based 

intrusion detection.  Moreover, the chapter includes a discussion about the literature review to 

highlight the strengths and shortcomings of each study. Finally, research challenges also 

highlighted.   

2.2  Schemes for detecting intrusion in IoT 

Various studies dealing with intrusion detection in IoT using DL, ML and hybrid 

schemes have discussed in the literature. Figure 2.1 presents the taxonomy for intrusion 

detection schemes in IoT.    
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Figure 2.1: Taxonomy for Detecting Intrusion in IoT 

2.2.1 Machine learning based Schemes for Detection Intrusion in IoT 
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This section includes some of the studies on different ML-based schemes for detecting intrusion 

in IoT networks. The two most widely used Machine Learning techniques are Task Driven and 

Data Driven. Task Driven techniques are Supervised Machine learning techniques whereas 

Data Driven techniques are unsupervised Machine learning techniques. Different task-driven 

schemes namely Random Forest (RF), Support Vector Machine (SVM), Decision Tree (DT), 

Gaussian Naïve Bayes (GNB), K Nearest Neighbor (KNN), Logistic Regression (LR), Genetic 

Algorithm (GA), and Data-Driven schemes namely Principal Component Analysis (PCA) and 

K- Means Clustering for detecting intrusion in IoT discussed in the literature: 

Random Forest (RF),  a compound of tree structure classifiers is commonly used on 

intrusion detection data for classification and regression analysis [29]. RF has the characteristic 

of achieving high classification accuracy. RF classifier was used by Farnaaz and Jabbar [30] 

for intrusion detection. RF has applied to the NSL-KDD dataset to deal with four attacks: DOS, 

probe, U2R, and R2L. Results in the form of low false alarm rate and high detection rate proved 

that RF increases the accuracy of classification. RF has low classification error as compared to 

other traditional classification techniques and enhances the accuracy of classification. The main 

drawback of the RF algorithm is that the algorithm becomes slow for real-time forecasting in 

the case of numerous trees. The authors of [14] used RF with Particle Swarm 

Organization(PSO) for intrusion detection in the Internet of Medical Things (IoMT) based 

smart environment.  In this scheme, the performance of the proposed scheme compared with 

other approaches, and the proposed model performed well, however, there is stillroom for 

improvement in terms of F1 score.   

To overcome the problems of intrusion detection for unseen data and the rise of false-

positive rates Hanif et al. [31] presented Artificial Neural Network (ANN) based IDS.UNSW-

15 dataset is used for performance measurement which is based on benign network data and 

different types of malicious and diversified data. IoT controller applied in the proposed scheme 

used to classify non-benign data and drop whenever an attack occurs. The proposed approach 

achieved 84% accuracy and a low false-positive rate.  However, there is still a need to improve 

the performance of the proposed model for intrusion detection. Moreover, combining the 

proposed approach with real-time network traffic is one of the big challenges of this study. The 

authors of  [32] proposed a machine learning-based Intrusion Detection System (IDS) which is 

applied in IoT as a service. In this scheme, Random Forest (RF) used as a classifier for intrusion 

detection, and Artificial Neural Network (ANN) is used for the classification of detected 
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intrusion. UNSW-NB15 [33] dataset is used for performance evaluation of proposed model. 

The proposed model performed well in intrusion detection, but detected intrusion classification 

lacks good accuracy. 

The researchers have been influenced to apply different classifiers such as Support 

Vector Machine (SVM) in Intrusion Detection System (IDS) to deal with rapidly growing 

security attacks[34]. In [35] the authors presented SVM based intrusion detection system with 

augmented features and declared their model highly competitive for intrusion detection system 

as compared to other schemes. Logarithm Marginal Density Ratios Transformation (LMDRT) 

has implemented to create the original features to obtain new and improved features. However, 

they did not show the number of training and testing samples and other statistics of the dataset. 

Moreover, a wide range of data results in performance reduction of SVM, and it has not 

considered the better option to cope with massive network traffic for intrusion detection. Jing 

et al. [36] proposed SVM-based intrusion detection with binary and multi-classification 

experiments. The SVM model applied with a nonlinear scaling method to cope with the 

traditional normalization limitation of depending on minimum and maximum values of sample 

data. The performance evaluated using the UNSW-NB15 dataset and compared with DT, LR, 

NB, ANN, and Expectation-Maximization clustering models. Although the proposed models 

performed comparatively better than other models still improvement is required for intrusion 

detection.   

DT is considered suitable for familiar intrusion techniques because it results in the form 

of better detection accuracy for familiar intrusion techniques; however, for unknown intrusion 

techniques it is not considered an ideal model[22]. For effective intrusion detection, an IDS is 

proposed in [37] by using DT. Prediction performance of the proposed model has improved by 

using correlation feature selection (CFS). The feature selection approach has applied separately 

to binary and multiclass classifications.  Furthermore, performance evaluated separately for 

both categories. However, from the experimental outcomes, the method did not clear; there is a 

scope for enhancement. The authors in [4] proposed a decision tree based model to detect 

intrusions in IoT based smart grid in an efficient way. This model has based on the combination 

of three decision trees. This combination-based model has used for classification. It showed that 

this scheme is beneficial for intrusion detection system in IoT-based smart grid, as the results 
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have compared with other techniques. However, the proposed scheme's recall value is less than 

other techniques.  

Gaussian Naïve Bayes (GNB) or Naïve Bayes (NB) is statistical and a supervised 

learning technique for classification. For composing this technique, the training dataset is used 

to assess the probability of every class considering the feature value of new instances [38]. 

Naïve Bayes is used in many studies [39][40][41] as a performance comparison of various 

models. Moreover, NB is combined with improved PCA for detecting the latest types of attacks 

[40].   

KNN based classification has been used by some researchers generally for intrusion 

detection in [42] and specifically in IoT-based network intrusion detection in [43][44]. Swarna 

Sugi et al. [43] proposed one ML based intrusion detection by using KNN and another DL based 

intrusion detection by using LSTM.The performance of both models has evaluated and 

compared by using the Bot-IoT dataset. However, KNN did not show efficiency in attack 

detection accuracy as compared to LSTM.  Another study based on Machine learning 

algorithms is presented in [39]. In this scheme, the main attention given to DDOS attack 

detection for improving enterprise network security. The performance of the two ML-based 

models: KNN and NB has analyzed by using two datasets. The experiments executed on binary 

classification. KNN performed well than Naive-Bayes with higher detection accuracy and low 

error rate. However, the model’s performance has not evaluated for multiclass classification.  

For the development of IDS, Biswas analyzed different feature selection techniques and 

machine learning classifiers in a comparative study [41]. Four feature selection techniques 

namely Information Gain Ratio (IGR), Correlation-based Feature Selection (CFS), Minimum 

Redundancy Maximum Relevance, and Principal Component Analysis (PCA) have presented 

in this study. Furthermore, various machine learning classifiers have discussed in this study. 

Due to the pros and cons of all of the feature selection techniques and machine learning 

classifiers, the author has used different combinations of feature selection techniques and 

machine learning classifiers. To find the results, five-fold cross-validation has applied to the 

NSL-KDD dataset. KNN classifier performed better than other classifiers with higher accuracy 

and all the combinations of KNN and IGR feature selection achieved the highest accuracy. 

Anomaly-based IDS is developed for IoT network intrusion by applying various ML algorithms 
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by Liu et al. [16]. By labeling anomalies as zero and normal packets as one, binary classification 

applied. Moreover, three trials has performed for each algorithm. The performance has 

evaluated by using the Network Intrusion dataset. KNN and XGBoost achieved good results in 

terms of accuracy and other measures. RF achieved the highest metric scores but it carried out 

excessive computational effort. SVM performed poorly despite consuming abundant 

computational resources. Despite consuming less computational resources, LR performed 

satisfactorily because data is not as normalized as required to overcome poor accuracy.  

Logistic Regression is useful for classification. Assessment of the probability that the 

instance belongs to a specific class is being done through Logistic Regression [45].To handle 

attacks and anomalies such as Denial of Service (DoS), Malicious Control, Data Type Probing, 

Malicious Operation, Spying, Scan, and wrong setups that can badly affect IoT systems the 

authors in [46] compared various ML techniques. The Logistic Regression (LR) has examined 

for various types of attacks and anomaly detection. In terms of accuracy DT, RF and ANN 

achieved the same accuracy, which was higher than other ML techniques. However, RF 

outperformed the other techniques in terms of other metrics.  

In the many recent years, different ML based schemes have been widely used to make 

the security of IoT systems more powerful. Principal Component Analysis (PCA) has been used 

in various studies [40, 41, 47] for detecting intrusion. Principal Component Analysis (PCA) is 

considered efficient due to rapidly detecting intrusion behavior, compressing data complexity, 

and determining the most important features, however, it has a limitation of losing important 

information [40]. By reducing the dimensions of data, PCA improved the quality of data [47]. 

Moreover, when PCA is combined with GNB in [40], it results in reducing the detecting 

intrusion time.  

Prachi Shukla [48] proposed three Machine Learning based intrusion detection systems 

for Wormhole attack detection in IoT. K Means clustering an unsupervised learning algorithm 

named KM-IDS used for intrusion detection in IoT. Another ML-based technique named 

Decision tree implemented for intrusion detection systems in IoT. Furthermore, hybridization 

done by combining both ML techniques KM-IDS and DT-IDS to propose a new ML-based ID 

for IoT. The experimental results showed that K-Means-based IDS achieved a higher detection 

rate than the other two proposed approaches. However, K Means-based IDS got a high false-
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positive rate and the author declared hybrid IDS more accurate for IoT with a lower false-

positive rate than the other two proposed approaches.  

A genetic algorithm is a heuristic technique used to solve optimization problems. 

Genetic Algorithm based IDS of IoT applications is proposed by Jain et al. [49] in IDS. The 

proposed model has tested using KDD Cup 99 dataset. Selection, crossover, and mutation 

operations performed on the dataset and the Genetic algorithm declared a useful algorithm for 

the security of IoT-based applications. DT and GA-based IDS has been presented in [50]. 

Primary solutions optimized through natural evaluation process by using GA as shown in Figure 

2.2.  

 

Figure 2.2: GA and DT based IDS [50] 

Ensemble learning can enhance the weak classifiers to generate improved results so this 

ability is considered better than a single classifier [51]. Boosting, Bagging, and Stacking are 

various ML-based methods, which have been proposed by different researchers [13][51]. Weak 

learners transform into strong learners through boosting. Weak learners learn from earlier 

misclassifications and develop a stronger learning model through the ensemble Gradient 

Boosting algorithm [52]. Extreme Gradient Boosting (XGBoost) is the boosting algorithm that 
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has been applied in many studies [16, 53]. XGBoost is scalable machine learning system that 

handles the problems of overfitting and improve the model generalization ability [54].  Another 

boosting classifier known as Ada Boost (AB) is flexible meta-estimator that improves the 

performance of model by learning through giving the preliminary training weights on actual 

dataset [54].  

Khraisat et al. [13] proposed the hybrid IDS by stacking ensemble of DT based classifier 

C5.0 with OC-SVM. This model combines the characteristics of both AIDS and SIDS. This 

scheme detected both common intrusions and zero-day attacks with low false-alarm rates and 

high detection accuracy.  

2.2.2 Deep Learning-based Schemes for Detecting Intrusion in IoT 

Various schemes have presented for Detecting Intrusion in IoT in this category. Deep 

learning is the modern technique used to improve the security of IoT networks. Deep learning-

based schemes have categorized as Supervised, Unsupervised, and Hybrid. In the following 

Supervised DL schemes such as CNN, RNN and Unsupervised deep learning schemes such as 

AE, DBN, BM, and SPN discussed: 

Huong et al. [55] proposed a  new deep Learning-based Convolutional Neural 

Network(CNN) for detecting intrusion in IoT systems. Making a CNN-based general model for 

detecting intrusion in IoT is one of the main contributions of this study. The proposed model 

has applied in three phases: a collection of data, preprocessing, training of the network, and 

detection. The performance of the proposed scheme achieved higher accuracy in comparison to 

other approaches. However, only a limited number of classes and samples have used in this 

scheme. 

Rapidly increasing botnet attacks are leading to false alerts and low recognition 

precision. To handle different types of Botnet attacks, the authors in [56] proposed IDS for IoT 

using four deep learning models: CNN, Simple RNN, LSTM, and GRU. The performance of 

the proposed models evaluated and compared using the BoT-IoT dataset. CNN-based IDS has 

proved efficient by victoriously detecting various types of attacks. The CNN-based model 
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achieved higher accuracy in contrast with other model. However, the model has not 

implemented in real network scenario. 

Multilayer Perceptron(MLP) is used for feature dimensionality reduction after feature 

selection [57]. For DoS attack detection RF as well as MLP is applied by Wankhede et al. [58]. 

Packets have classified as benign or DoS attack in the proposed scheme. RF achieved higher 

accuracy than MLP. However, reducing the number of features is a big challenge of this 

research.  

Another DL based IDS is proposed by Khan et al. [59]. using DNN for detecting attacks 

in IoT network. Two datasets namely MQTT-IoT-IDS 2020 and three types of attacks Denial 

of Services (DoS), intrusion in the network, and Man in the Middle (MitM) based dataset [60] 

are used for performance evaluation . Furthermore, different ML-based techniques, namely 

KNN, RF, NB, DT, LSTM, and GRUs compared with the proposed modelFor the MQTTIOT-

IDS 2020 dataset, the proposed model achieved higher accuracy for binary classification 

whereas for multi-label classification the accuracies are less. However, developing a deep 

learning-based model for advanced vulnerabilities on different IoT protocols is the limitation 

of the study. Four DL models namely DNN, MLP, CNN, and AE are presented in [61] for 

detecting malicious activities in IoT networks. DNN performed well among all models with 

higher accuracy.  

Yin et al. [10] presented RNN-based IDS for detecting intrusion using deep learning. 

The directional loop of RNN used to remember the prior information and it has applied to the 

present output. The performance of the proposed model studied in binary classification and 

multi-classification. The performance of RNN-IDS compared with RF, SVM, ANN, J48, and 

other machine learning schemes. RNN-IDS has proved a suitable model for classification.  

The Long-Short Term Memory (LSTM) is an improved RNN that solves the traditional 

RNN’s issue of long-term dependence and does not forget the important information at any time 

interval [62]. To handle the challenge of detecting large scale attacks, the authors proposed 

bidirectional LSTM(BiDLSTM) [63]. The RNN’s issue of vanishing gradient has resolved by 

this method. Two LSTMs have trained on input data; the first LSTM trained on original input 

data and the second one has trained on a duplicate of input data. Furthermore, k-fold cross-
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validation method used for performance validation. The result of the proposed model has 

compared with conventional LSTM. The proposed model achieved higher detection accuracy 

and lower false alarm rate than other models. However, the limitations of the study bring up in 

the form of higher complexity and run-time analysis of the BiDLSTM model. There is a need 

to increase the training time than other models. GRU and LSTM have an identical design but 

the characteristic of GRU, which makes it different from LSTM is supervising the forget factor 

and decision to update the state unit [64]. GRU has trained easily in contrast to LSTM and 

training efficiency enhanced.  

Autoencoders (AEs) are multilayered neural networks that are capable of learning by 

self-supervision to reorganize data [65]. For detecting network anomalies, the Autoencoder-

based method is proposed by Chen et al. [66]. Nonlinear correlations among features have 

captured by the autoencoder.  Dimensionality reduction has considered one of the trendy 

methods for detecting anomalies. Convolutional Autoencoder (CAE) has applied for 

dimensionality reduction to shorten the training time. It consists of convolutional and 

deconvolution layers. The convolutional layer used in the encoder part and the deconvolution 

layer in the decoder part. The proposed method has compared with different methods based on 

network anomaly detection. The performance has evaluated by using the NSL-KDD dataset and 

the proposed method performed well in comparison to other methods. Another type of 

autoencoder is Denoising Autoencoder (DAE). Attacks-related features have given extra 

attention by applying the weighted loss function. These feature plays an important role the in 

enhancement of the performance of intrusion detection [57].  

Li et al. [67] proposed an improved Sparse Autoencoder (SAE) as a classification model 

to enhance the detection rate of the small proportion of the model’s attack data. Softmax 

classifier has combined with SAE to improve the performance of the proposed model. 

Continuous adjustment of parameters has applied for reducing the false positive rate (FPR). The 

performance of the proposed model has compared with RF, SVM, and NB by using the NSW-

NB15 dataset. The overall accuracy and detection rate of the proposed model are higher but 

there is stillroom for improvement in terms of accuracy. However, for individual data labeling 

RF has higher detection effect than the proposed model.  
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RBM is an unsupervised deep learning model in which pattern extraction is done in an 

unsupervised way and is considered suitable for unsupervised feature learning [68]. Dawoud et 

al. [69] proposed Software Defined Network (SDN) based IoT architecture. The bottom layer 

has based on IoT devices whereas the SDN layers: the forward layer and controller layers top 

the IoT devices. The RBM-based anomaly detection system has developed in this scheme.  The 

RBM-based IDS has proposed at the controller layer making possible the direct communication 

of IDS with the network. The proposed scheme’s performance is assessed by using KDDCup 

’99 dataset. This anomaly detection scheme attained 94% precision, which is better than SVM 

and PCA. However, there is stillroom for performance improvement in the proposed model. 

Furthermore, they did not represent the training and testing samples of data. Practical 

implementation of the proposed scheme is still a big challenge. RBM is an elementary unit for 

DBN and DBM. In [28] DBN is used in combination with an improved Genetic Algorithm to 

detect the intrusion in the IoT network. A Deep Belief Network (DBN) based on multiple RBMs 

and all RBMs trained individually.  

2.2.3  Hybrid Schemes for Detecting Intrusion in IoT 

Various studies  [32] [40] [47] [70] are based on hybrid Machine Learning Schemes by 

integrating the machine learning techniques for efficiently detecting intrusion. In [40] Zhang et 

al. combined Gaussian Naïve Bayes (GNB) with improved PCA for detecting the latest types 

of attacks in less time.  PCA improved the dimensionality reduction of data and the GNB 

classifier detected the intrusion behaviors. Binary classification based on two categories normal 

and abnormal is used.  The proposed approach resulted in the form of higher accuracy detection 

and less intrusion detection time as compared to traditional machine learning schemes. Due to 

the categorization of classes as normal and abnormal, this study did not cover the effects of 

detection on different types of attacks and not satisfactory for a specific type of attack. Principal 

Component Analysis (PCA) is used with a random forest classification algorithm in [47]. In 

this study, PCA has used to enhance the quality of data by reducing the dimension of data 

whereas Random Forest has used to classify data. Results have compared with other ML-based 

techniques such as Naïve Bayes, SVM, and Decision Tree, and the proposed scheme performed 

well in terms of higher accuracy as compared to other techniques. In [70] the authors proposed 

2-class Support Vector mechanism and decision tree to implement such an intrusion detection 

system which provides more effective detection rate than a single SVM. They decomposed the 
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network packets into four parts: icmp, udp, tcp and application layer. As compared to traditional 

single SVM the proposed model consumed very less training time, however, attack-detecting 

accuracy is poor.  

A Hybrid DL-based IDS named HCRNNIDS is proposed by Muhammad Ashfaq Khan 

et al. [11] to handle the problems of detecting intrusion on a big data processing architecture. A 

hybrid Convolutional Recurrent Neural Network has constructed by introducing recurrent 

layers after CNN layers. Local features captured by CNN through convolution whereas 

temporal features captured by RNN to enhance the performance of IDS. The performance of 

the proposed scheme has evaluated by using CSE-CIC IDS 2018 dataset. The results showed 

that the proposed model proved to be more efficient in contrast with other approaches. 

Difficulties in computational problems of intrusion detection have decreased with the help of 

the proposed scheme. Furthermore, the scheme has not tested on different datasets it will not 

work efficiently for changed network traffic.  

Four deep learning models: MLP, CNN, LSTM, and a hybrid of CNN+LSTM are 

proposed by Roopak et al. [71] for DDoS attacks identification in IoT networks. Sigmoid 

activation function has applied in a dense layer that is the last layer in all models. CICIDS2017 

dataset used for the performance evaluation of proposed models. Furthermore, the performance 

of proposed models compared with machine learning methods: SVM, GNB, and RF.  The 

hybrid model attained better performance in terms of higher accuracy.  Another hybrid model 

CNNGRU model is proposed by Ullah et al. [27] to detect anomaly-based intrusion in IoT 

networks. Different attacks have classified in multiclass classification by separating them from 

normal network traffic. The binary class proposed model is based on an input layer, a 

convolutional layer, a GRU layer, a flatten layer, a fully connected dense layer, and an output 

layer whereas the multiclass proposed model has all the same number of layers as in binary 

class model except two convolutional layers and two GRU layers. Three IoT related datasets 

have for performance evaluation of proposed model. The CNNGRU binary and multiclass 

classification models yielded good results in comparison with CNN, LSTM, and Feed Forward 

Neural Network (FFNN).  

A variant of Autoencoder called LSTM-AE is presented by Xu et al. [62] for intrusion 

detection. In the proposed scheme, data’s time series features are processed by LSTM, and an 
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autoencoder is used for intrusion detection through feature learning ability as shown in Figure 

2.3. Just like an autoencoder, it consists of an encoder and decoder but an LSTM unit replaces 

the neuron. The input time series attribute data’s hidden state expressions have learned by the 

encoder and the decoder has used to reorganize the data in converse order by using hidden state 

expressions. Moreover, five datasets with attack data including Fuzzing, Mirai, ARP, SSDP 

Flood, and Video Injection published by the Mirsky team used for measuring the performance 

of the proposed scheme. The used datasets consist of both pcap data and label data. After 

comparing the performance of LSTM-AE with other classification models, it has found that the 

proposed model achieved better accuracy and better F1 score. However, the performance 

decreases in the case of the number of negative samples in the dataset. 

 

Figure 2.3: LSTM-AE based intrusion detection [62] 

 DL-based IDS is proposed in [57] for network security. Denoising Autoencoder (DAE) 

reduced feature dimensionality by selecting the limited number of important features with a 

weighted loss function. Then classification of selected data has performed through Multilayer 

Perceptron (MLP). The proposed model achieved satisfactory detection performance with a 

little feature selection ratio of 5.9%. However, there is still a need to deploy the proposed model 

in high-speed networks practically.  

In [28] improved Genetic Algorithm (GA) is combined with Deep Belief Network 

(DBN) to detect the intrusion in the IoT network. To generate an optimal network structure 

multiple iterations have performed by GA and to classify the attacks this structure has applied 

as an intrusion detection model by DBN.  From experimental results, the proposed model has 
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proved to achieve higher accuracy than other models for detecting a specific type of attack.  

Moreover, the proposed model reduced the complexity of neural network structure.   

2.3  Comparison of Intrusion Detection Schemes in IoT 

Different intrusion detection schemes in IoT reviewed here to identify the gaps in the 

current research. In this section, comparative analyses of various schemes based on taxonomy 

have presented in tabular form, as shown in Table 2.1. The schemes analyzed based on the 

model, method, dataset, attack types, classification, performance metrics, benefits, and 

drawbacks. The drawbacks in different schemes give rise to possible gaps. 

Table 2.1: Comparison of Intrusion detection schemes in IoT 

Sr 

# 

Ref Model Method Dataset Attacks Classifi

cation 

Performan

ce Metrics  

Benefits Drawbacks 

1 

 

[30] 

2016 

RF Network 

intrusion 

detection 

Classific

ation of 

attacks  

Best 

Feature 

Subset 

Selection  

NSL-

KDD 

Dos, 

Probe, 

R2L, U2R 

Binary Accuracy, 

Detection 

Rate, 

Mathews 

Correlation 

Coefficient, 

FAR  

Low false alarm 

rate  

High detection rate 

Need for multi-

classification  

The model is not 

generalized 

Not suitable for 

real-time 

application  

Precision, 

Recall, and F1 

Score are 

missing 

2 [32] 

2018 

RF, NN Intrusion 

detection 

in IoT as 

a service  

Feature 

extractio

n and 

classifica

tion of 

extracted 

features 

UNSW-

NB15 

 Binary 

and 

Multiclas

s 

classifica

tion 

Precision, 

Recall, F1 

Score 

Intrusion  is 

detected effectively 

Underfitting  

Data 

Preprocessing 

and Feature 

Selection are not 

presented  

The 

performance of 

proposed 

models for 

detecting the 
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by RF 

and NN 

intrusion is not 

evaluated 

3 [35] 

2017 

LMDR

T-SVM 

Network 

intrusion 

detection 

framewo

rk based 

on SVM  

feature 

augment

ation via 

LMDRT 

classifier   

NSLKD

D 

 Binary  Accuracy, 

DR, FAR 

Robust 

Performance of the 

proposed model 

Fast training speed  

Research is not 

generalized to 

include various 

attack types  

Training and 

testing samples 

and dataset 

statistics is not 

mentioned 

Not suitable for 

massive network 

traffic    

4 

 

 

[36] 

2019 

SVM Data 

Preproce

ssing 

with 

nonlinear 

log 

function 

scaling  

UNSW-

NB15 

Analysis, 

Backdoor, 

DOS, 

Exploits, 

Fuzzers, 

Generic, 

Reconnais

sance, 

Shellcode, 

Worms 

Binary 

and 

Multiclas

s 

classifica

tion 

Accuracy, 

FAR, FPR, 

DR 

Accuracy is higher 

FAR is lower than 

other models in the 

binary 

classification 

model 

Training and 

testing accuracy is 

higher and FPR is 

lower than other 

models 

Recall, F1 

Scores are 

missing 

 Improvement in 

accuracy  is 

required 

Need to reduce 

the FAR in the 

binary 

classification 

model 

5 [37] 

2018 

DT Correlati

on-based 

Feature 

Selection 

(CFS) for 

selecting 

optimal 

feature 

Random 

Samplin

g for 

pattern 

selection  

Pattern 

Classific

ation 

NSL-

KDD 

Dos, 

Probe, 

R2L, U2R 

Binary 

and 

Multiclas

s 

classifica

tion 

Accuracy, 

DR, FPR 

Unbiased Training 

of model  

Feature selection 

reduced FPR and 

improved 

performance  

Achieved higher 

accuracy  

Time and space 

complexity is 

reduced  

The model is not 

applied to real-

time network  
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using 

CART(C

lassificat

ion and 

Regressi

on Tree ) 

6 [4] 

2020 

Hybrid 

DT 

Intrusion 

Detectio

n of IoT-

based 

smart 

grid 

Three 

decision 

trees 

combine

d for 

classifica

tion  

Class 

creation 

using 

CART 

DT 

NSL-

KDD 

Dos, 

Probe, 

R2L, U2R 

Binary Accuracy, 

Precision, 

Recall, F1 

Score 

Enhanced 

performance of 

IDS in IoT based 

smart grid with 

improved accuracy  

Models 

performance is 

not evaluated for 

multiclassificati

on 

The recall value 

is lower than 

other models  

Need for the 

improvements in 

the F1 Score   

The proposed 

model is not 

generalized  

Much time is 

consumed in 

modeling the 

combination of  

multiple trees 

  

7 [39] 

2016 

KNN, 

NB  

DDOS 

attacks 

detection 

for 

enterpris

e 

network 

security   

KDD 

Cup 99 

NSL-

KDD 

U2R, 

R2L, Dos, 

Probing 

attacks  

Binary  Accuracy, 

Precision, 

Recall, F- 

Measure, 

Sensitivity, 

Specificity, 

Efficiency, 

Error Rate, 

BCR 

KNN performed 

well in contrast to 

NB. 

XGBoost is 

suitable for real-

time intrusion 

detection.  

The model’s 

performance is 

not evaluated for 

multiclass 

classification  

Model is not 

generalized  

8 [16] 

2020 

SVM,K

NN,LR,

RF, 

XGBoo

st 

Anomaly 

detection 

on IoT 

network 

intrusion 

by 

IoT 

Network 

intrusion 

dataset 

Mirai, 

MITM, 

DoS, 

Scanning 

attacks 

Binary Accuracy, 

F1 Score, 

Precision  

KNN and XGBoost 

performed well  

The model’s 

performance is 

not evaluated for 

multiclass 

classification  
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applying 

five ML 

algorith

ms   

 

SVM required 

many 

computational 

resources  

RF required the 

highest 

computational 

effort 

LR achieved 

poor accuracy 

because data is 

not normalized 

Except for 

XGBoost rest of 

the models are 

not suitable for a 

real-time 

environment  

9 [53] 

2020 

LR, 

XGBoo

st, RF, 

SVM, 

KNN, 

Ensemb

le 

Learnin

g with 

LR, RF 

& SVM 

Intrusion 

detection 

by using 

ML 

models 

on low 

power 

IoT 

devices  

UNSW-

NB15 

Fuzzers, 

DoS 

Exploits, , 

Analysis, 

Backdoors

, Generic, 

Reconnais

sance, 

Shellcode, 

and 

Worms 

Binary 

and 

Multiclas

s 

classifica

tion 

Accuracy, 

Recall, 

Precision, F1 

Score, and 

run time 

RF outperforms 

other models  

Overfitting of RF 

model to each 

particular attack 

type is reduced  

XGBoost 

performed well in 

binary 

classification  

KNN achieved 2nd 

best performance 

in multi-

classification 

Overfitting in all 

models except 

RF  

Training time is 

not reduced   

The model is not 

generalized 

10 [49] 

2020 

Genetic 

Algorit

hm  

GA is 

proposed 

for IDS 

in IoT 

applicati

ons 

KDD99    Beneficial for 

securing IoT based 

applications  

The Proposed 

algorithm is 

neither 

simulated nor 

implemented  

Performance is 

not evaluated  
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The Complexity 

of the model is 

not checked  

11 [40] 

2018 

Improv

ed PCA 

+ GNB 

Network 

Intrusion 

detection  

PCA for 

dimensio

nality 

reduction 

Weight 

coefficie

nt 

improve

d PCA  

GNB 

Classifie

r for 

detecting 

intrusion 

behavior 

Compare

d with 

KNN, 

SVM,G

DB,GNB

, 

PCA+G

NB  

KDD99  DoS 

attacks, 

unauthoriz

ed access 

from 

remote 

hosts, 

unauthoriz

ed local 

superuser 

privileged 

access, 

and port 

scanning 

Binary Accuracy, 

Recall, 

Precision, F1 

Score 

High accuracy and 

less detection time 

Training and 

testing statistics 

is not mentioned  

Not be suitable 

for unknown 

attacks  

Performance 

improvement 

required 

Limited to  

binary 

classification  

Not suitable for 

a specific type of 

attack 

12 [47] 

2020 

PCA+R

F 

Intrusion 

detection 

over the 

internet 

PCA is 

used for 

dimensio

nality 

reduction  

RF is 

used for 

KDD 

dataset  

  Performance 

time, 

accuracy 

rate, and 

error rate 

Reduced 

performance time 

and error rate 

Higher accuracy  

Training and 

testing statistics 

are not 

mentioned  

Model is not 

generalized 

Model is not 

classified  

Not suitable for 

specific attack 

type  
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classifica

tion  

Not suitable 

real-time 

network 

13 [70] 

2018 

2-Class 

SVM 

+DT 

Collabor

ative and 

adaptive 

intrusion 

detection 

model 

(CAIDM

)  

Environ

ments- 

classes, 

agents, 

roles, 

groups, 

and 

objects 

(E-

CARGO

) model 

develope

d by DT 

and SVM  

KDD 

Cup 99 

U2R, 

R2L, Dos, 

Probing 

attacks  

Multiclas

s 

classifica

tion 

Accuracy 

and training 

time  

Consumed less 

time in training  

Performed better 

than single SVM 

Attack detecting 

accuracy is poor 

Only accuracy is 

not enough to 

evaluate the 

performance of 

the model  

 

14 [56] 

2021 

CNN Intrusion 

detection 

in IoT  

Compare

d the 

proposed 

model’s 

performa

nce with 

RNN,LS

TM and 

GRU 

Bot-IoT  Service 

scanning, 

OS 

fingerprint

ing, DDoS 

TCP, 

DDoS 

UDP, 

DDoS 

HTTP, 

DoS TCP, 

DoS UDP, 

DoS 

HTTP, 

key 

logging , 

data 

Multiclas

s 

classifica

tion 

accuracy 

training, loss 

training, 

accuracy 

validation, 

loss 

validation , 

training time  

Achieved higher 

accuracy  

Lower loss rates  

Less prediction 

time 

The proposed 

model is not 

applied in real 

network traffic 

data and  



32 
 

 
 

exfiltratio

n 

15 [58] 

2018 

MLP, 

RF 

DoS 

attack 

detection 

at 

applicati

on layer  

CIC IDS 

2017 

DoS 

attack 

Binary 

class 

classifica

tion 

Accuracy RF achieved higher 

accuracy 

Need to reduce 

number of 

features 

Multiclass 

classification is 

not used 

16 Intru

sion 

DNN Intrsuion 

Detectio

n for 

MQTT-

enabled 

IoT 

smart 

systems 

Performa

nce 

compare

d with 

different 

models 

MQTT-

IoT- 

IDS2020 

MQTT 

dataset 

Scan_SU, 

Scan-

A,Sparta, 

Bruteforce 

,DoS,Mit

M,Intrusio

n in the 

netwrok 

Binary 

and 

Multiclas

s 

classifica

tion 

Accuracy, 

Recall, 

Precision, F1 

Score 

Achieved better 

results 

There is a still 

need for 

improvement of 

performance  

 

17 [61] 

2019 

CNN,M

LP,DN

N,AE 

Framewo

rk for 

intrusion 

detection 

in IoT 

netwroks 

Compare

d with 

ML 

Algorith

ms 

 

UNSW

W-NB15 

NSL-

KDD99 

 Binary 

classifica

tion  

Accuracy, 

Root Mean 

Square 

Error(RMSE

),F1 Score 

DNN performed 

well  

Training and 

testing samples 

and datasets 

statics is not 

presented 

The research is 

not extended to 

multiclass 

classification 

Not suitable for 

specific types of 

attacks 

18 [10] 

2017 

RNN Intrusion 

detection 

in 

informati

on 

security  

NSL-

KDD 

Dos, 

Probe, 

R2L, U2R 

Binary 

and 

Multiclas

s 

classifica

tion  

Accuracy, 

DR, FPR 

Achieved higher 

accuracy and DR 

and low FPR  in 

contrast to ML-

based schemes   

There is still 

room for 

improvement of 

DR 

Training of 

model 
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Compare

d with 

machine 

learning 

schemes  

consumed more 

time  

Performance 

metrics are not 

graphically 

represented  

19 [63] 

2021 

BiDLS

MT 

Intrusion 

detection 

in 

networks  

Performa

nce 

comparis

on with 

other 

models 

NSL-

KDD 

U2R, 

R2L, Dos, 

Probing 

attacks 

Binary 

and 

Multiclas

s 

classifica

tion 

Accuracy, 

Precision, 

Recall, F1 

Score, FAR,  

Specificity  

Achieved better 

results in contrast 

to other models  

Performance 

improvement is 

required 

Higher 

Complexity  

Training of 

model 

consumed more 

time  

20 [66] 

2018 

CAE Dimensi

onality  

reduction 

based 

network 

anomaly 

detection 

Compare

d with 

other 

models  

 

NSL-

KDD 

  ROC, AUC, 

FPR, 

Detection 

Accuracy 

Training time is 

reduced  

Less FPR 

Higher accuracy   

Model is biased  

Need for the 

improvement of 

F1 Score and 

accuracy  

The research is 

only limited to 

dimensionality 

reduction 

The Model’s 

performance is 

not evaluated by 

classifying the 

data  according 

to attack types  

21  SAE Intrusion 

detection 

in 

network 

security  

Classifie

d model 

building 

Paramete

rs 

UNSW-

NB15 

Backdoors

, Fuzzers, 

Analysis,

DoS 

Exploits, 

Generic, 

Reconnais

sance, 

Shellcode, 

& Worms 

Multiclas

s 

classifica

tion  

Accuracy, 

DR, FPR 

Performed better 

than existing 

models  

Attack detection 

is applied only to 

small proportion 

of data  

Performance of 

the model is not 

checked for 

large proportion 

of data  
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adjustme

nt  

Attack detection 

effect for small 

proportion 

attack data  is 

lower  

22 [11] 

2021 

HCRN

NIDS 

CNN 

capture 

local 

features 

RNN 

capture 

temporal 

features  

CNN –

Feature 

extractio

n 

Classific

ation 

CSE-

CIC IDS 

2018 

DDoS, 

DoS,     

Botnet, 

Brute 

Force , 

Infiltratio

n, Web 

attacks, 

Port Scan  

Binary 

classifica

tion 

Accuracy, 

Precision, 

Recall, F1 

Score. 

DR,FAR 

Anomaly based 

and Signature 

based methods 

advantages are 

combined  

Computational 

complexity 

reduction  

Enhanced 

performance than 

other schemes  

Change in 

signature of 

attached traffic 

leads to testing 

model on more 

datasets  

Testing model 

on latest realistic 

datasets is 

required  

Need to improve 

performance in 

terms of 

performance 

metrics 

23 [72] 

2020 

MLP, 

CNN, 

LSTM, 

and 

CNN+L

STM 

Cyber-

attack 

detection 

in IoT  

Sigmoid 

activatio

n 

function  

CICIDS2

017 

DDoS Binary 

Classific

ation 

Accuracy , 

Precision , 

Recall  

Hybrid model 

attained higher 

accuracy , 

precision and 

Recall  

Need for 

improvement in 

terms of 

accuracy and 

recall  

Training time 

reduction is 

required  

Performance is 

measured only 

on single attack  

Work is not 

extended to 

multiclass 

classification  

The number of 

training and 

testing samples 

and dataset 

statistics is not 

mentioned 
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24 [27] 

2021 

CNN+

GRU 

Intrusion 

detection 

in IoT 

networks  

Hybridiz

ation for 

classifica

tion  

Bot-IoT,  

MQTT-

IoT-

IDS2020

, and 

IoT-23 

intrusion 

detection 

, IoT 

network 

intrusion 

DDoS, 

MiTM,M

QTT-

Brute 

Force, 

Theft, C & 

C, 

HeartBeat

, OS Scan, 

Torii, 

DoS,Mirai

,Sparta, 

FileDWN

LD, 

Okiru, 

PortScan 

Binary 

and 

Multiclas

s 

classifica

tion 

Accuracy, 

Precision , 

Recall,F1 

Score  

Achieved good 

performance  

GRU resolved the 

issue of short term 

memory  

Training and 

testing accuracy 

is not mentioned 

so the model 

could not be 

generalized  

Model 

Underfitting and 

overfitting  

25 [62] 

2020 

LSTM-

AE 

Intrusion 

detection 

in IoT 

Time 

series 

features  

The 

neuron of 

AE is 

replaced 

by 

LSTM  

IoT 

dataset 

publishe

d by 

kitsune 

team 

ARP, 

Fuzzing, 

Mirai, 

SSDP 

Flood, 

Video 

Injection. 

Binary 

Classific

ation  

Accuracy. 

Recall, F1 

Score, FNR, 

AUC 

Good performance 

in terms of 

accuracy, F1 Score, 

Recall , FNR and 

AUC 

Negative 

samples in the 

dataset may 

affect the 

detection 

performance of 

the model 

Need to improve 

feature 

extraction 

method  

Detection of  

trace amount of 

data attacks 

needs to be 

improved  

Training and 

testing 

accuracies are 

not mentioned  

26 [57] 

2018 

MLP-

DAE 

Network 

intrusion 

detection  

Feature 

selection 

UNSW-

NB15 

 Binary 

class 

classifica

tion  

Accuracy, 

Precision, 

Recall, F1 

Score, FPR  

Low computing 

resource 

requirements  

Higher accuracy 

and F1 Score than 

compared schemes  

Need to improve 

accuracy, 

precision, and 

recall  

Training and 

testing samples 
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by using 

DAE 

Classific

ation by 

using 

MLP 

Performa

nce 

comparis

on with 

other 

schemes 

 

  

are not 

mentioned  

Model 

Underfitting   

 

27 [28] 

2019 

GA-

DBN 

Intrusion 

detection 

in IoT 

GA 

performs 

multiple 

iterations 

and then 

DBN 

uses 

optimal 

network 

structure 

to 

classify 

attacks 

 

NSL-

KDD 

U2R, 

R2L, Dos, 

Probing 

attacks 

Multiclas

s 

classifica

tion 

Accuracy, 

Precision, 

Recall, 

DR,FAR 

Classification 

accuracy 

improvement  

Reduces network 

complexity 

Not applied in 

the real network 

environment 

Training and 

testing split 

percentage is not 

mentioned   

 

2.4  Research Gap and Directions   

Several existing Machine Learning, Deep Learning and Hybrid schemes have reviewed 

in the literature. As stated by the state-of-art literature we have noticed a number of drawbacks, 

which have not paid attention. The observed drawbacks are: 



37 
 

 
 

 Some of the recent existing studies did not pay attention to performance improvement 

of models.  

 Accuracy alone is not enough to better judge about efficiency of model.  

 Schemes with high biasness and low accuracy paid limited attention to training data, 

which results in the form of underfitting.  

 Some of the existing schemes consumed much time in training. 

 The hybrid schemes consumed much time in modeling. 

 Inconsistency and redundancy in data leads to incorrect results or errors. To increase the 

accuracy and efficiency of model data preprocessing is essential.  

 To enhance the performance and training sustainability of a model, data normalization 

is important. Data normalization has not considered in some of the schemes.  

 In some of the recent schemes, no preference has given to feature selection approach for 

selecting the important features, which negatively affected the classification accuracy. 

 Negative samples of dataset have the negative effect on the performance of models.  

 Some existing schemes are limited to binary classification. Such schemes are not 

effective to detect known attacks.  

 High False Alarm Rate (FAR) leads to reduce detection accuracy.  

 Some of the schemes did not have the characteristic of generalization. It means that 

those schemes are not suitable for a specific type of attack. Moreover, these schemes 

did not have the capability to detect advanced and unseen intrusion.  

 The parallel use of multiple classifier consumed increased time in modeling.  

 Most of the researches are limited to performance evaluation of models. The models 

have not deployed in real network environment.  

 Number of training and testing samples and splitting into train/test data are missing in 

some existing schemes. The measurement of accuracy is dependent on it.  

 The old traditional intrusion detection datasets do not have the capability to handle latest 

attacks and real time traffic monitoring. Therefore, these datasets do not accurately 

measure the effectiveness of deep learning based intrusion detection in IoT.  

 

On the basis of above gap identification, this research is giving direction towards developing 

hybrid ML-DL based model for detecting intrusion in IoT by using latest IoT based dataset with 

multiclass classification, improving the performance of models by normalizing the data and 
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selecting the important feature. Furthermore reducing the underfitting and overfitting issues to 

increase the generalization of model.  

 

2.5  Summary  

This chapter has reviewed various intrusion detection schemes based on ML, DL and 

hybrid models. After explaining the intrusion detection in IoT-based environment, the 

limitations are underlined. Furthermore, this explanation undercovers that Intrusion detection 

is a challenge in IoT networks due to diverse nature of interconnected devices. Concise 

interpretation of types of ML, DL and hybrid intrusion detection in IoT is also included. After 

comparing different schemes major drawbacks highlighted which will improved by using the 

proposed scheme.  

 



CHAPTER 3 

RF-SVM-LSTM- A ML AND DL BASED HYBRID MODEL 

FOR DETECTING INTRUSION IN IOT 

3.1  Overview  

In this chapter, a novel hybrid ML and DL based mechanism has developed for detecting 

intrusion in IoT.  The hybridization is the combination of RF, SVM and LSTM performed by 

using GB classifier. This hybridization has intended to detect the attacks by using latest dataset 

with IoT traces. The main goal of this study is to make the mechanism of intrusion detection in 

IoT networks effective with high accuracy. The research methodology that contains different 

steps described under the heading of research methodology as shown in Figure 3.1. Then the 

proposed scheme explained along with the steps also explained. 

3.2  Research Methodology 

 The research methodology is comprised of four steps as shown in Figure 3.1. The first 

step involves selection and definition of problem, which has completed by reviewing the 

existing schemes for detecting intrusion in IoT based networks and gap identification in chapter 

2. Furthermore, the limitations of proposed scheme presented. The second step provides the 

explanation of how the RF-SVM-LSTM based model has designed and developed. The third 

step describes the details of analysis of results in the form of tables and graphs and comparison 

with existing benchmark schemes. The last step is about conclusion and future work of this 

study.  
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Figure 3.1: Research Methodology 

3.3  Problem Selection and definition 

This is the most difficult and important step of a study. Security of IoT environment has 

always considered a challenge because security breaching and cyber-attacks are getting worst 

day by day. This problem has selected and identified after presenting the Systematic Literature 

Review (SLR) of existing schemes used for detecting intrusion.  
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3.3.1 Summarization and comparison of existing schemes 

The chapter 2 has summarized the information by reviewing the existing ML and DL 

based schemes to know what other researchers have done to identify the possible methodology 

for conducting this research. The comparison in the form of table draws a clear picture of 

selection of this problem.  

3.3.2 Gap Identification 

There are a number of studies proposed for the intrusion detection as discussed in the 

literature review section. There were a number of problems in those studies. Their drawbacks 

have also discussed in literature review table. The major drawbacks found out during SLR are 

lack of IoT related dataset availability, the performance has not evaluated by deploying in real 

time environment, poor performance of schemes, developing the intrusion detection mechanism 

for handling large-scale attacks, increasing errors of model overfitting and underfitting , lack of 

model generalizability, absence of data preprocessing and feature extraction from dataset. This 

study has proposed to fill this gap by developing the hybrid model for detecting latest attacks 

in IoT by using latest IoT related dataset.  

3.3.3 Objectives of this scheme 

The main objectives of this scheme are to develop the ML and DL based hybrid model 

for detecting intrusion in IoT by using IoT related latest dataset and make the mechanism of 

hybrid intrusion detection in IoT effective.   

3.4  Research Design and Development  

The research design requires the proper planning. To solve the problem of detecting 

intrusion in IoT the research plan answers the questions of this research by selecting the dataset 

and identifying the method of this research.  

3.4.1 Data Collection (MQTT-IOT-IDS 2020 Dataset) 
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 In this study, publically available IoT dataset known as MQTT-IOT-IDS 2020 dataset 

is used. This dataset is developed by Hindy et al. [73] This dataset is generated by using the 

well-known attacks and scenarios of real time devices. The MQTT network architecture has 

shown in Figure 3.2. 

 

Figure 3.2: MQTT network architecture [73] 

3.4.2 Research Design 

Experimental design is setup by cleaning the MQTT-IOT-IDS 2020 dataset for 

removing the noisy data. New feature generated for improving the intrusion detection 

mechanism. Then label encoding and one hot encoding applied to preprocess data. Furthermore, 

data normalization, feature selection, feature extraction training and testing data splitting is also 

applied. Best hyperparameters selection based on hyperparameter tuning enhances the 

performance of proposed model.  

3.4.3 Development of ML and DL based hybrid model 
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 The proposed model has developed by combining three models RF, SVM and LSTM 

by using Gradient Booster classifier. The pseudocode of proposed model is shown in Figure 

3.3. 

 

Figure 3.3: Pseudocode of proposed model  

3.5  Limitations of Proposed scheme  

The proposed model is evaluated on a single dataset. Number of attacks handled in the 

proposed scheme are limited. More attacks could be handled in real healthcare environment for 

future research.  

3.6  Proposed scheme (RF-SVM-LSTM- A ML and DL based hybrid model 

for detecting intrusion in IoT)  
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The proposed study have used hybrid ML/DL based ID in IoT devices at healthcare 

environment. Figure 3.4 explains the working methodology of the proposed model.  

 

Figure 3.4: Experimental Setup 
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The systematic working discussed below: 

1. In the first step MQTT-IOT-IDS 2020  dataset is downloaded from IEEE website MQTT-

IOT-IDS 2020  [74]. 

2. In the next step, the data is preprocessed and main useful features from the data extracted. 

3. Data has divided into two groups training and testing.  

4. Hyperparameter tuning has applied for selecting best hyperparameters.  

5. Evaluation matrix used for performance calculation. The evaluation matrix used for the 

study includes accuracy, precision, recall and F1 score. 

6. The outcomes of the proposed model is compared with the other models.  

3.7  Data Preprocessing 

Data preprocessing is the process of taking the data from the dataset and transform the 

data into the format that is readable by the machine. It is the most important step of machine 

learning process. For the proposed study, data preprocessing helps the machine-learning 

algorithm for the improvement of their accuracies and results. The process of data preprocessing 

carried out in different steps. These steps are 

1. Data Cleaning 

2. Data transformation (Feature extraction, Normalization) 

3. Data reduction 

3.7.1 Data Cleaning  

Data cleaning is the process of data repairing for the purpose of experimental analysis. 

Data quality assessment is included in this step. It describes the selection of a high quality 

accurate dataset for training and testing the machine learning algorithms. A good dataset impact 

on the overall quality of the project.  
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This process includes the conversion of raw data formats into readable machine and 

human codes.  The repairing is based on  modifying or removing the data that is wrongly 

formatted [75]. Before jumping into the processing of the data, all the machine-learning 

algorithms need the process of data cleaning for further use. For the proposed study the dataset 

is taken from MQTT Internet of things data intrusion website [74]. “preprocessing. 

Labelencoder ()” deep learning function is used in this study for data cleaning purpose. This is 

the latest dataset developed for intrusion detection. 

 The focus of this study was to use a high quality dataset for intrusion detection for IoT 

healthcare device. Dataset is the baseline of any study. The dataset consists of five classes 

includes four type of IoT attacks and one non-attack scenario. 

1. Normal operation 

2. Sparta SSH brute-force 

3. MQTT brute-force attack. 

4. Aggressive scan 

5. UDP scan 

 The dataset contains the pcap file for five classes named as normal.pcap, 

sparta.pcap, scan_A.pcap, mqtt_bruteforce.pcap and scan_sU.pcap. These file contain 

thousands of data sequences regarding IoT attach. The dataset present on the MQTT website is 

in categorical format. For training the dataset into the machine-learning algorithm, the data 

converted into numeric values. The reason is all the machine learning algorithm process the 

numeric data easily. Machine learning algorithms used csv files for data processing. So there 

need to be convert the data into csv for further using scenario.  

 For this purpose, we first download the csv data file from the MQTT dataset 

website. Machine learning libraries Matplotlib, Pandas and Numpy are used in this model for 

data cleaning purposed. The cleaning of dataset include Data Normalization, Removing 

Unicode, Removing strop words, Stemming, Lemmatization, POS, and Sorting. 

In the proposed study the dataset was in tabular form, so the cleaning process includes 

 Identification of the rows and columns that has very less number of data. 
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 Identification of the rows and columns that has repeated values. 

 Identification of the rows and columns that has single values. 

 Identification of the rows and columns that has low variance. 

After the identification of the rows and columns mentioned above, there need to balance 

or remove that data from the rows and columns for further processing. The missing data from 

the dataset is sorted by ignoring the tuples or by adding the values manually. Synthetic 

monitoring oversampling Synthetic monitoring resampling and Synthetic monitoring under 

sampling techniques are the most commonly used machine learning techniques for balancing 

the data. In the under sampling strategy of data balancing the instances of dataset are reduced. 

In oversampling strategies, the instances of minority classes are increased and in resampling 

methods, the instances are resamples according to the available data instances. For this study, 

we are using synthetic monitoring oversampling method for data cleaning and balancing.  

In this study, we are using oversampling techniques for data balancing. SMOTE is one 

of the most commonly used data balancing strategy for noisy and unbalanced data in machine 

learning. SMOTE creates the synthetic data points in data augmentation [76].  SMOTE 

algorithms for data balancing is stated as follow 

1) Create the majority and minority classes of the dataset.  

2) Mark oversampling instances. 

3) Find out the i instance from the minority class. 

4) Identify the nearest neighbor n of the instance i. 

5) Find the distance between n and i. 

6) Find the product of the distance d with any digit between 0 and 1.  

7) Repeat the steps until we find the required instances. 

3.7.2 Feature extraction 
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 After balancing the dataset by removing the noise and missing values, the dataset is 

process for feature extraction. Feature extraction is the process of selecting the most valuable 

feature of your data for the further processing. The selected variables of the features are further 

process to ML algorithms that reduce the processing time for the algorithms. . In Machine 

learning algorithms pattern recognition is one of the most important concept of feature 

extraction because from these patterns the algorithms perform training and testing process [77]. 

We are using two method of feature extraction in the proposed study 

 Label encoding method 

 One hot encoding method 

Label encoding method is the feature extraction method used in the proposed study [78]. 

This method is also handle with machine learning library Sklearn. Label encoding method 

assign each categorical value of the dataset into integers based on the alphabetical orders. The 

label encoding method is used in the proposed study for the conversion of each data labels into 

different numeric values. All the labels having the values starting from 0. The problem of using 

label encoding for the proposed study is the generation of priority issue. The label with low 

priority may be neglected while processing. This is the reason that we are using one hot 

encoding method with label encoding.  

One hot encoding is the feature extraction method that converts the feature vectors into 

the encoding vectors. This feature extraction process converts the categorical data into the 

feature vector format that is readable by the machine-learning algorithm for increasing the 

prediction accuracy. [79]. This method add new column in the categorical data with binary 

values. The values are represented by 0 and 1. Where 0 represents false and 1 represents true.  

One hot encoding is very effective in intrusion detection scenario because the machine learning 

algorithm LSTM, RF and SVM treat the order of the number as the attribute of the significance. 

As not all the values in MQTT dataset are ranked so there will be problem for the ML algorithms 

in poor performance and prediction. One hot encoding method rank the values in the MQTT 

dataset and improve the efficiency of performance in the dataset. We are using machine learning 

library Pandas and Sklearn for one hot encoding method. The reason behind using these libraries 

in one hot encoding method is that these are the open source libraries used for both deep learning 

and machine learning algorithms and provide versatile and powerful. These are the machine 
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learning libraries that provide the tools for selection, clustering, classification and regression 

problems.  

One hot encoding is also used in machine learning problems for overcome the gradient 

vanishing problem. As it is very difficult for the machine learning algorithms to treat with very 

high and very low values. When the values are mapped with 0 and 1, the gradient vanishing 

problem is tackled hence the accuracy of the model improves. The process of One hot encoding 

consists of three steps. In the first step, we convert MQTT categorical dataset is imported using 

pandas. In the next step the numeric values are assigned with the binary values using one hot 

encode. In the last step, we drop the original categorical values.   

The equations for one hot encode vectors is represented by equation (3.1). 

 

o ∈  {0, 1}   ∑ 𝒐𝟏 = 𝟏𝒎
𝒊=𝟏           (3.1) 

 

In the equation o is vector one hot encoder, m is the length of the vector. There are five 

classes of data in the proposed study as normal, sparta, scan_A, mqtt_bruteforce and scan_sU.  

One hot encoding method converts these data classes into the encoder vector. Figure 3.5 

explains the feature selection after the feature extraction models in the proposed scenario 

 

Figure 3.5: Top 10 Important Features  
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After the completion of feature extraction method the data is normalized for using it to 

the further processing. Data Normalization is technique of data preparation for using it for the 

machine learning algorithms. This process change the numeric data (data after feature extraction 

method) to common scale without losing any information. The process of data normalization 

include  

 Add the data to be normalized and find the machine learning components for data 

transformation. 

 Choose the columns to be normalized. 

 Make sure not to choose the columns with single unchanged numeric values. 

 Choose mathematical function Zscore, MinMax, Logistics, LogNormol, and tanh for the 

normalization process. 

 Visualize the data after normalization. 

 

The equations used for the process of data normalization are 

𝒛 =
𝒙−𝐦𝐢𝐧⁡(𝒙)

𝒔𝒕𝒅𝒆𝒗(𝒙)
                        (3.2) 

𝒛 =
𝒙−𝐦𝐢𝐧⁡(𝒙)

𝒎𝒂𝒙(𝒙)−𝒎𝒊𝒏(𝒙)
                (3.3) 

𝒛 =
𝟏

𝟏+𝒆𝒙𝒑(−𝒙)
                       (3.4) 

 

In the equation x is the selected data instance in the column.  After the process of data 

preprocessing the dataset is categorized in training and testing dataset for tackling the model 

over fitting and under fitting problem. The proposed study is using 70% dataset for the training 

purpose and 30% data for testing purpose.  

3.8  Prediction Algorithm 
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 For the proposed study we are using machine learning and deep learning algorithms such 

as Random forest, Support Vector Machine and Long term short term memory network for 

model training and testing purposed for intrusion detection. The explained prediction 

algorithms used in the current process is defined in the section below.  

3.8.1 RF 

Random Forest (RF) is one of the most commonly used supervised ML algorithm for 

prediction, regression and classification problems. This is a tree based prediction algorithm handle 

the missing data for the model and avoid the model over fitting [80]. The higher the number of 

trees in the dataset the lower probability of the model over fitting and higher the accuracy.   One 

of the main reason for the selection of random forest algorithm for intrusion detection system is 

that the algorithm is efficient in providing feature selection, proximity metrics and classification. 

The algorithm dhows the low training complexity (O (n (log (n))) in terms of intrusion detection, 

resilience in term of dealing with the imbalanced data, able to deal natively with categorical and 

continuous features. 

The prediction model of random forest algorithm is based on the decision tree algorithm 

results. The resampling model for intrusion detection is inspired by the bootstrap approach that is 

used for the creation of the tree-structured forest. The RF model tuned on two structures [81] 

mtry: Randomly selected features selected for each split. 

ntree: The total number of trees in the RF model. 

In the proposed scenario, RF takes the multiple inputs from the dataset and combine the 

multiple outputs of the classification to gives the output. RF combines the multiple classifiers to 

solve the complex problems. RF contains a many decision trees on several subgroups of the 

MQTT dataset and takes average to improve the predictive accuracy of that dataset. RF takes 

less number of inputs in the tree as compare to the other machine learning algorithms. The 

predicted output accuracies for the RF are high as compared to the other algorithms even for 

the larger problems like ours. As in our scenario, we have thousands of data records in which 
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many data records are missing, RF can maintain the high accuracies in that scenario too. The 

algorithm for RF for the proposed dataset of MQTT is 

1) Select of the random instance from the training dataset of MQTT dataset and named as k. 

2) Make the subset of the k by considering the nearest data points and create a tree. 

3) Make N number of tree according to the dataset. 

4) Repeat step 1 and 2 for all data trees.  

5) For every data instance k in dataset, find the result of each decision tree, and give the new 

data points to the category that have the majority classes, as it is an attack on non-attack 

scenario and name them. 

 

For the proposed study, Randomforest classifier() and sklearn.ensemble() libraries are 

used for working with random forest algorithm. The python code used for Random forest 

classifier is  

1. from sklearn.model_selection import RandomizedSearchCV  

2. from sklearn.ensemble import RandomForestClassifier  

3. params = {'bootstrap': [True, False],  

4. 'max_depth': [10, 20, 30, 40, None],  

5. 'max_features': ['auto', 'sqrt'],  

6. 'min_samples_leaf': [2, 4, 6],  

7. 'min_samples_split': [2, 5, 10],  

8. 'n_estimators': [20, 40, 60, 80, 100]}  

9. rf = RandomForestClassifier()  

10. rf_random = RandomizedSearchCV(estimator = rf, param_distributions = params, n_iter = 1, cv = 

2, verbose=2, random_state=42, n_jobs = rf_random.fit( x_train, y_train ) 

The ‘bootstrap’ is used to train each data point at least once in the RF algorithm. After 

using the bootstrap parameter, every data instance used by the random forest at least once. The 

data instance may be used more than once in a tree node. The maximum depth of nodes in the 

structure of tree is demonstrated by 'max_depth'. For the proposed study, we use the maximum 
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depth of 10 to 40 for each node of the tree.  'max_features' is used to determine the maximum 

number of features that are utilized by a single tree in RF that is set to be auto. The minimum 

number of samples required to split in the node are measured through the 

‘min_samples_split’ parameter. Moreover, the minimum number of samples are estimated 

through ‘min_samples_leaf ‘parameter. We set these values from 2 to 6. It implies that the 

model have atleast 2 to 6 parameters at the leaf node according to the output. The 'n_estimators' 

use in the code is used to indicate required number of trees in the proposed algorithm. The 

estimated trees are about 20 to 100. From the proposed model, the results of accuracy, precision, 

recall and F1 score is calculate.  

MSE measure the average of the square of errors in the RF algorithm. MSE is the between 

the calculated values and actual values. The mean square error in RF is measured by 

        MSE = 
𝟏

𝑵
∑ (𝒇𝟏 − 𝒚𝟏)𝟐

𝑵

𝑰=𝟏
              (3.5) 

In the equation (𝑓1 − 𝑦1)2 is the square of errors.  Where y1 is the predicted values and 

f1 are the actual values. Entropy is the measure the uncertainty and disorder in the results 

represented in equation 1.6.  

                 Entropy = ∑ −𝒑𝟏 ∗𝑪
𝑰=𝟏  𝒍𝒐𝒈𝟐 p1           (3.6) 

In the equation p1 is the prior probability of each class, c is the number of unique classes 

[82]. Figure 3.5 explains the working of Random forest algorithm for intrusion detection in health 

care IoT devices.  



54 
 

 
 

 

Figure 3.6: Random Forest algorithms for MQTT-IOT-IDS 2020 dataset for intrusion 

detection model 

As the figure 3.6 explains, RF algorithm selects the data from the dataset. Different parent 

classes are defined for the randomly selected dataset. Their child nodes are created. We have 

about 20 to 100 parent nodes in the EF algorithm. After processing different features and 

parameters from the child nodes the data pass to the leaf node classes where the result are 

categorized with respect to the data classes. As mentioned earlier in the section we have five 

output classes, One for the non-attack and four for the different types of attack. The RF algorithm 

classify these dataset according the valued output. 

3.8.2 SVM  
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Support vector machine is also a supervised ML algorithm widely used for classification 

and regression problems. The aim of SVM classifier is to determine the hyperplane that classify 

the data points based on their features [83].  A best hyperplane is the one that efficiently distribute 

the classes. For the proposed study, we are using four hyperplane for the distribution of five 

different classes of IoT errors.  For the proposed study, we are using SVM due to its efficiency in 

high dimension cases. It use the memory in an efficient manner and its kernel trick.  

SVM kernel is the biggest strength of SVM algorithm. It takes the low dimension data, 

converts it into the high dimension, and converts the non-spreadable data into separate one. The 

step by step working of the SVM for intrusion detection is discuss below 

1. Load the different libraries for SVM classifier in Python. In the proposed study we are using 

Sklearn and pandas for SVM algorithm 

import pandas as pd 

import Sklearn 

from sklearn.svm import SVC 

from sklearn import metrics 

2. In the next step the dataset is imported and features of the dataset are extracted.  

3. The dataset is converted into training and testing. 

4. Initialization of SVM kernel. The following code is used for SVM kernel initialization in 

the proposed study 

params = { 'C' : [1, 2, 3],  

'kernel' : ['linear', 'poly', 'rbf', 'sigmoid'], 

 'degree' : [5, 10, 30],  

'gamma' : ['scale', 'auto'], 

 'decision_function_shape' : ['ovo', 'ovr'] } 

Parameter C in the python code is used to avoid the over fitting of the SVM model. These 

regularization parameters are used for overcoming errors. There are different types of kernel we 

are using for SVM classifier as Linear, Poly, Gaussian and Sigmoid. These kernels are used to 

map highly dimension features. These kernels are used when there is no prior knowledge of the 

data or used as the proxy of NN. The equations of these kernels are  
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  𝑳𝒊𝒏𝒆𝒂𝒓⁡𝒌𝒆𝒓𝒏𝒂𝒍:⁡⁡⁡𝑘(𝑥, 𝑦) = 1 + 𝑥𝑦 + 𝑥𝑦⁡𝑚𝑖𝑛(𝑥, 𝑦) −⁡
𝑥+𝑦

2
⁡𝑚𝑖𝑛(𝑥, 𝑦)2 +

1

3
 𝑚𝑖𝑛(𝑥, 𝑦)3    (3.7) 

⁡⁡𝑷𝒐𝒍𝒚𝒏𝒐𝒎𝒊𝒂𝒍⁡𝒌𝒆𝒓𝒏𝒂𝒍:⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑘(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖 +⁡𝑥𝑗 + 1)𝑑                      (3.8) 

𝑹𝑩𝑭⁡𝒌𝒆𝒓𝒏𝒂𝒍:⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑘(𝑥, 𝑦) = 𝑒𝑥𝑝 (−
||𝑥 − 𝑦||

𝛼
⁡⁡)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(𝟑. 𝟗)⁡⁡⁡⁡⁡⁡⁡ 

𝑺𝒊𝒈𝒎𝒐𝒊𝒅⁡𝒌𝒆𝒓𝒏𝒂𝒍:⁡⁡⁡⁡⁡⁡⁡𝑘(𝑥, 𝑦) = tanh⁡(𝛼𝑥𝑇𝑦 + 𝑐)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(𝟑. 𝟏𝟎)⁡⁡⁡⁡⁡⁡⁡ 

 In the equations x, y are the data points at the hyperplane k. The degree parameters are 

assigned for the polynomial kernel. This value is ignored by the other SVM kernels. The gamma 

value is used for poly, sigmoid and rbf kernels. One vs one (ovo) and one vs rest classifier (ovr) 

decision functions are use in the SVM code for explaining the predictions of the points in the 

hyperplane.  

5. Fitting SVM classifier.  

svc_random = RandomizedSearchCV(estimator = svc,  

param_distributions = params, n_iter = 1, cv = 2, verbose=2, 

random_state=42, n_jobs  

svc_random.fit( x_train, np.argmax( y_train, axis=1 ) ) 

6. Generation of the results 

7. Evaluation of performance of the model.  

y_pred = svc_random.predict(x_test) 

y_true = reverseCoding( y_test) 

print ( "Accuracy:", accuracy_score(y_pred, y_true)) 

print( "Recall:", recall_score(y_pred, y_true, average="weighted") ) 

print ("F1 Score:", f1_score(y_pred, y_true, average="weighted") ) 

print( "Precision:", precision_score(y_pred, y_true, average="weighted") ) 

The results are generated by using the evaluation matrix Precision, Accuracy, Recall and 

F1 Score. The output of the results are discussed in Results and Discussion chapter. Figure 3.7 

explains the working of SVM model for the proposed study 



57 
 

 
 

 

Figure 3.7: SVM algorithms for MQTT-IOT-IDS 2020 dataset for intrusion detection model 

 Figure 3 shows the five classes of the output with four hyperplane. The hyperplane 

parameter distinguished the result classes from each other. These five SVM classes are 

categorized into attack and non-attack scenarios for IoT devices.  

3.8.3 LSTM  

Long Short Term Memory (LSTM) is the third algorithm used in this study for intrusion 

detection. It is a deep learning algorithm inspired by the gated cell. It is consists of input layer, 

hidden layers and output layer.  In every LSTM cell, there are three gates, Input gate for 

accepting the input from the previous LSTM cell, Forget gate that process the data and decide 

which data should keep and which should discard. The output layer that pass the results to the 

next LSTM cell [84]. These gates are useful for overcoming the vanishing gradient problem. 

There are wide ranges of parameters used inside the LSTM cell includes  input and output 

biases, learning rates and evaluation functions that make LSTM performance better than other 

algorithms. LSTM cells are connected with each other and the gates helps the LSTM 

architecture to regulate the needed information. A structure of LSTM cell used in the proposed 

study is explained in Figure 3.8 
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Figure 3.8: Structure of LSTM cell  

From the figure is seen that 𝑥⁡is the input of LSTM cell at specific time t represented by 

𝑥𝑡 ,  and  h is output at specific time t denoted by ℎ𝑡. 𝑓𝑡⁡  is the forget gate, 𝑖𝑡⁡⁡⁡represent input 

gate and 𝑜𝑡 shows the output gate. ℎ𝑡−1 .Moreover, 𝐶𝑡−1 are the outputs from the previous 

LSTM cells that are used in the next cell as input. The equations of LSTM cell are 

𝑖𝑡 = ⁡𝜎⁡(𝑦𝑡𝑈
𝑖 +⁡⁡ℎ𝑡−1⁡𝑊

𝑖)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(𝟑. 𝟏𝟏)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡                 

𝑓𝑡 = ⁡𝜎⁡(𝑦𝑡𝑈
𝑓 +⁡⁡ℎ𝑡−1⁡𝑊

𝑓)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(𝟑. 𝟏𝟐)                            

𝑜𝑡 = ⁡𝜎⁡(𝑥𝑡𝑈
𝑜 +⁡⁡ℎ𝑡⁡𝑊

𝑜)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(𝟑. 𝟏𝟑)⁡⁡⁡⁡⁡              

 𝐶𝑡
′ = ⁡𝑡𝑎𝑛ℎ⁡(𝑥𝑡𝑈

𝑐 +⁡⁡ℎ𝑡−1⁡𝑊
𝑐)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(𝟑. 𝟏𝟒)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

𝐶𝑡 = ⁡𝜎⁡(𝑓𝑡 ∗ ⁡𝐶𝑡−1 ⁡+ ⁡ 𝑖𝑡 ∗ 𝐶𝑡
′⁡⁡)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(𝟑. 𝟏𝟓)                    

ℎ𝑡 = tanh (𝐶𝑡) * 𝑜𝑡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(𝟑. 𝟏𝟔)                                    

    The gates in LSTM cell works as sigmoid function and tanh function is applied in the last 

layer of LSTM. Sigmoid is used for plotting the values between 0 and 1 while tanh activation 

is used to plot the values between -1 and 1. Many mathematical functions are applied inside 

these activation functions for maintaining the values between the desire axes for regulating the 

output for the cell.  
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 Both of these activation functions in LSTM cell is responsible for forget and pass the 

data. The value of 0 in the sigmoid represent that the data is not too important for the next 

iteration and to be forgetter while 1 represents the valuable data that is needed to be processed 

forward.   In the proposed study keras tuner library is used for picking the optimal hyper 

parameter sets for the LSTM cell using tensor flow. The working of LSTM cell for the proposed 

model of detection intrusion is explained as follow 

 Takes the input from the previous LSTM cell in intrusion detection dataset.  

 Calculate the values of each gate using different weights and apply different activation 

functions.  

 Calculate current cell state. This is calculated by  

o Calculating the element-wise multiplication vector of the input gate and the input 

modulation gate 

o Calculating the element wise multiplication vector of the forget gate and the previous 

internal cell state and then adding the two vectors.  

 Compute the hidden cell state by forcing the element wise hyperbolic tangent of current 

internal cell state and then multiply it with output gate.  

 

The LSTM python code used for the proposed study is  

i. def model_iot(hp): hp_units = hp.Int('units', min_value=32, max_value=512, step=32) 

ii. act = 'relu'  

iii. model = Sequential([ 

iv. layers.Dense(hp_units, activation='relu'),  

v. layer layers.LSTM(100, activation='relu', return_sequences=True ), 

vi. layers.Dense( 5, activation='softmax' )] )  

vii. hp_learning_rate = hp.Choice('learning_rate', values=[1e-2, 1e-3, 1e-4]) 

viii. optm = Adam(learning_rate=hp_learning_rate)  

ix. model.compile(loss='categorical_crossentropy',  
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x. optimizer=optm, metrics=['accuracy']) 

xi. return model 

Sequential model of deep learning is used for LSTM algorithm alongwith 32 minimum 

data input and 512 maximum data values for one iteration of working. LSTM also work as back 

propagation algorithm. We are using one input layer, two dense layers, one LSTM layer and 

one output layer in LSTM algorithm. In the first dense layer Relu activation function is applied. 

Relu works in the principal of min and max. If the value of the function is negative it will be 

considered as zero and the function with positive values are considered as one. In the other 

dense layer, softmax activation is applied that determine the probability of the class from where 

it belongs and send it to the output layer. The formula for softmax probability calculation is 

explained in equation (3.17) 

𝛼(𝑧)𝑗 =⁡
𝑒z

(𝑗)

∑ 𝑒z
(𝑘)𝑘

𝑘=1

⁡⁡⁡for j=1 to k    (𝟑. 𝟏𝟕) 

 

In the equation(𝑧)𝑗 ⁡ is the input vector, 𝛼 represents softmax function,  𝑒z
(𝑗)

 is the 

exponential function for input and 𝑒z
(𝑘)

is the exponential function for output, where k is the 

number of classes. Learning rate are applied after the dense layer to increase the accuracy and 

for minimum loss. Adam optimizer is used at the last of the LSTM cell for reducing the loss 

from each iteration and improving the model accuracy. Adam is the mostly used optimizer 

because it gives best results, takes fewer parameters for tuning and have faster computational 

time. Figure 3.8 explains the LSTM layer for the Intrusion detection.  



61 
 

 
 

 

Figure 3.8:  LSTM Architecture 

As shown in the Figure 3.8, we have 32 input neurons in each iteration of LSTM model 

and 5 output layers at the last. 

5.9   Summary 

In this chapter of our research, we discuss the working methodology for the Intrusion 

detection in IoT based healthcare. We discussed about the two ML and one DL model as 

Random forest, Support vector machine and LSTM used in the detection and classification 

problem for the proposed study. We deeply discussed all the algorithms, their working in the 

proposed study along with the implemented python code. The results of these algorithms along 

with their graphs and accuracies are discussed in the next chapter.  

 



CHAPTER 4 

PERFORMANCE EVALUATION 

4.1  Overview 

In this chapter, we discuss the performance evaluation of the proposed hybrid ML and 

DL based model for detecting intrusion in IoT based smart healthcare. This chapter consists of 

two sections. In results section, performance of proposed model is evaluated using difference 

performance metrics. In analysis section, comparative analysis of proposed model with existing 

schemes has presented.  

4.2  Results and Analysis 

This chapter presents the implementation of proposed model. Intrusion detection 

mechanism is evaluated through various performance metrics. We presented the results of 

hybrid RF-SVM-LSTM model’s performance through different metrics.  The performance of 

proposed model is improved by tuning hyperparameters and selecting best hyperparameters. 

The metrics used to evaluate the performance discussed below: 

4.2.1 Accuracy 

The ratio of accurately classified records to overall number of records is defined as 

accuracy. In case of high accuracy, ML and DL models considered as better performing models.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
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Figure 4.1: Accuracy of models on training dataset 

 

Figure 4.2: Accuracy of models on testing dataset  

4.2.2 Precision  

Precision is defined as the ratio of accurate detection of records that contains attacks to 

the entire range of all detected attacked records.  

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

TR
A

IN
IN

G
 P

ER
C

EN
TA

G
E

MODELS

ACCURACY ON TRAINING DATASET

1 SVM

2 LR

3 DNN

4 RNN

5 Proposed Model

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

TE
ST

IN
G

  P
ER

C
EN

TA
G

E

MODELS

ACCURACY ON TESTING DATASET

1 SVM

2 LR

3 DNN

4 RNN

5 Proposed Model



64 
 

 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛⁡ =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

Figure 4.3: Precision of models on training dataset   

 

Figure 4.4: Precision of models on testing dataset 

4.2.3 Recall 
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Recall is defined as the ratio between true positive and sum of true positive and false 

negative. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

Figure 4.5: Recall of models on training dataset  

 

Figure 4.6: Recall of models on testing dataset  
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4.2.4 F1-Score 

F1-Score is the weighted average of recall and precision.  

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 ∗ ⁡𝑇𝑃

2 ∗ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

 

Figure 4.7: F1-Score of models on training dataset  

 

Figure 4.8: F1-Score of models on training dataset 
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4.2.5 Performance evaluation of models on training dataset  

Table 4.1: Performance Evaluation of models on training dataset 

SR. # MODEL 
TRAINING 

ACCURACY 

TRAINING 

PRECISION  

TRAINING 

RECALL 

TRAINING 

F1-SCORE 

1 SVM 0.8804 0.9446 0.8804 0.8984 

2 LR 0.8419 0.9474 0.8419 0.8735 

3 DNN 0.9855 0.9861 0.9855 0.9856 

4 RNN 0.6507 0.9712 0.6507 0.7787 

5 
Proposed 

Model 
1.00 1.00 1.00 1.00 

 

4.2.6 Performance evaluation of models on training dataset  

Table 4.2: Performance Evaluation of models on training dataset 

SR. # MODEL 
TESTING 

ACCURACY 

TESTING 

PRECISION 

TESTING 

RECALL 

TESTING 

F1-SCORE 

1 SVM 0.8792 0.9439 0.8792 0.8975 

2 LR 0.8381 0.9475 0.8381 0.871 

3 DNN 0.9839 0.9843 0.9839 0.9839 

4 RNN 0.6474 0.9734 0.6474 0.7769 

5 
Proposed 

Model 
1.00 1.00 1.00 1.00 

 

4.2.7 Correlogram 

 Correlogram describes the relationship between features. As shown in Figure 4.9, most 

of the features have highly positively correlated with each other. It means that these features 

have highly positively correlated with target variables.  
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Figure 4.9: Correlogram 

4.2.8 Confusion matrix 

Confusion matrix defines and summarizes the performance of classification algorithm. 

A confusion matrix has shown in Figure 4.10, where normal operation is called non-attack and 

Sparta SSH brute-force, MQTT brute-force ,aggressive scan, UDP scan are called attack. 
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Figure 4.10: Confusion matrix   

4.2.9 Epoch accuracy and epoch loss 

 

Figure 4.11: epoch accuracy  
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Figure 4.12: epoch loss  

 

 

Figure 4.13: Train and validation loss with epochs 

4.3  Summary  
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This chapter has presented the detailed performance evaluation of proposed model. 

Performance evaluation described in detail in the form of performance metrics. The 

proposed model outperformed the other models in both training and testing dataset. 

 

 

 

 



CHAPTER 5 

CONCLUSION AND FUTURE WORK 

5.1  Overview 

The performance of proposed model RF-SVM-LSTM evaluates on google colab in 

terms of performance metrics such as Accuracy, Precision, Recall and F1-Score. The proposed 

scheme compared with different ML and DL models. It proves to be more effective model for 

detecting intrusion in IoT networks.  

5.2  Conclusion  

Attackers are using latest techniques to create the latest attacks like DoS, DDoS, U2R, 

R2L, Mirai, MiTM, Ransomware, Brute force, etc. to breach the security of IoT networks. In 

this study, a novel hybrid DL and ML based intrusion detection scheme is proposed. The main 

contribution of our proposed framework is the integration of RF, SVM, LSTM and Gradient 

Boosting algorithm that combines the benefits of respective strengths of ML and DL based 

Intrusion detection scheme to detect intrusion efficiently. We proposed generalized model that 

performed good on both train and test dataset by handling the problems of overfitting and 

underfittig. The new feature is generated using source IP and destination IP for checking if the 

data packet is from the same subnet or not. The data has pre-processed by using one hot 

encoding and normalization. In the proposed model hyperparameter tuning is applied for 

selecting the best hyperparameters and best epochs. The best features are identified for feature 

minimization. Moreover, the performance evaluation of proposed model is done by using 

MQTT-IOT-IDS 2020 dataset. Furthermore, performance of proposed model compared with 

different ML and DL algorithms such as SVM, LR, DNN and RNN. The proposed model 

outperformed other models in terms of higher accuracy, precision, recall and F1-Score. It shows 

that our proposed model can detect the intrusion in IoT based smart healthcare effectively. 
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5.3  Future Work 

In future, we wish to apply the proposed model on other datasets to measure the 

effectiveness of detecting intrusion. Moreover, it should be applied in IoT based real time 

healthcare systems.  
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